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     This collection of essays by Sheila Jasanoff explores how democratic govern-
ments construct public reason, that is, the forms of evidence and argument used in 
making state decisions accountable to citizens. The term public reason as used 
here is not simply a matter of deploying principled arguments that respect the 
norms of democratic deliberation. Jasanoff investigates what states do in practice 
when they claim to be reasoning in the public interest. Reason, from this perspec-
tive, comprises the institutional practices, discourses, techniques and instruments 
through which governments claim legitimacy in an era of potentially unbounded 
risks―physical, political, and moral. Those legitimating efforts, in turn, depend 
on citizens’ acceptance of the forms of reasoning that governments offer. Included 
here therefore is an inquiry into the conditions that lead citizens of democratic 
societies to accept policy justifi cation as being reasonable. These modes of public 
knowing, or “civic epistemologies,” are integral to the constitution of contempo-
rary political cultures. 

Methodologically, the book is grounded in the fi eld of Science and Technology 
Studies (STS). It uses in-depth qualitative studies of legal and political practices 
to shed light on divergent cross-cultural constructions of public reason and the 
reasoning political subject. The collection as a whole contributes to democratic 
theory, legal studies, comparative politics, geography, and ethnographies of 
modernity, as well as STS. 

Sheila Jasanoff is Pforzheimer Professor of Science and Technology Studies at 
Harvard University’s John F. Kennedy School of Government. A pioneer in legal 
and political studies of science and technology, she has written many widely cited 
articles and chapters and is author or editor of a dozen books, including The Fifth 
Branch (Harvard University Press), Science at the Bar (Harvard University Press), 
and Designs on Nature (Princeton University Press)      .  
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This collection brings together a quarter century of writing by Sheila Jasanoff on 
the sources and impacts of science and technology. In showing how they permeate 
public life, she demonstrates also that the fi eld of Science and Technology Studies 
is no arcane specialty, but a research fi eld of sweeping signifi cance for law, 
history, administration, and the social sciences. At stake in the interactions of 
science with democratic institutions is public reason itself.’ 

Theodore M. Porter, UCLA, USA

‘This book fascinatingly asks: What begins where all that seems solid, all that 
modernity has created, melts into air, leaving no shared ground to stand on? Sheila 
Jasanoff's exciting answer: a new age and style of public reason that can shed 
surprisingly clear light on a world in turmoil.’ 

Ulrich Beck, University of Munich, Germany & L.S.E, UK

'No one has contributed as much as Sheila Jasanoff to furthering our understanding 
of the importance of law in the complex relationships that develop between 
 politics and technoscience. Science and Public Reason is more than a collection 
of her most signifi cant articles on the subject; this seminal book opens entirely 
original perspectives on what, in a globalized world, a new alliance between 
science, techniques and democracy could and should be.’ 

Michel Callon, Ecole des mines de Paris, France

‘Sheila Jasanoff’s latest book demonstrates, once again, why she is at the very 
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  Preface 
    David   Winickoff    

 This is not the place to recite the academic honors Sheila Jasanoff has received, 
the institutions she has built, or the generations of scholars she has trained. Suffi ce 
it to say that she is globally recognized as a deeply infl uential and highly original 
public intellectual on the cultural forms of knowledge societies. Many members 
of the academy and beyond are familiar with her major books, including the  Fifth 
Branch ,  Science at the Bar , and  Designs on Nature . Also of importance are the 
great number of articles and book chapters that have appeared in edited volumes 
and periodicals of various kinds. It is a relief that she has fi nally done what many 
around her have been nagging her to do: issue a selection of these articles and 
essays that include some of her most cited articles as well as newer or harder-to-
fi nd pieces. This collection, however, is far from a pastiche of shorter works: with 
new essays, and overarching thematic development, it sets out novel theoretical 
contributions at the frontiers of science and technology studies (STS), political 
theory, and jurisprudence, and provides a new synthesis of her thought.  Science 
and Public Reason  will be an important resource for scholars in diverse fi elds, 
civil servants, and citizens alike grappling for new idioms in which to think about 
political life in an age so permeated by technology. 

 The internet and the Arab Spring, biofuels and global food systems, new nuclear 
states, climate change and “geoengineering”. One does not have to look far to see 
how science and technology carry unique power in our unsettled world. They fuel 
its greatest aspirations and greatest fears, and sit at the center of its most diffi cult 
problems. How do modern democratic societies, as complicated and pluralist 
collectives, use and consider these powerful forces in contemporary life, and what 
are the implications for democracy of a world constituted by technology and 
permeated by technical rationality? This volume helps answer these questions, 
again revealing Jasanoff to be one of our foremost interpreters and guides. 

 Much work in science and technology studies (STS) has helped demonstrate 
the ways in which science is political. In these essays, Jasanoff reveals how 
power—especially in the form of political institutions such as the law and admin-
istrative agencies—is  epistemological . She does this in part by drawing out and 
elaborating the theory of  coproduction —a notion that she and other scholars in 
STS have been developing for some time, and for which she has been the central 
impresario. Coproduction is an analytical framework that sees science,  technology, 
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politics and culture as co-constitutional, operating together in an unfolding 
process. In this set of essays, we have theoretical specifi cation as well as exam-
ples, both explicit and implicit, of a coproductionist approach that is rooted as 
much in Foucault and social theory as it is in administrative and constitutional 
legal theory.  Science and Public Reason  will help illuminate new epistemic 
dimensions of political cultures, raising new questions, and providing a powerful 
way of seeing for STS scholars, critical theorists, and jurists alike. 

  Science and Public Reason  expounds three major themes in Sheila Jasanoff’s 
work as a whole: fi rst, that there are national cultures of rationality, what she has 
elsewhere called  civic epistemologies ; second, that institutionalized expertise 
produces new political forms as much as new knowledge; and third, that the law 
is a productive site in the politics of knowledge societies. All three constitute 
major innovations in the social studies of science, and have opened up frontiers 
for scholars in diverse fi elds. In this volume, these themes crystallize as packages 
of theory, methods and empirical illustration, and are brought together in an over-
arching whole. In her synthetic chapters, Jasanoff herself provides an extended 
discussion of these themes that I will not rehearse here. Nevertheless, I wish to say 
a few words about each one. 

 The notion that Western democracies differ in fundamental ways in how they 
deliberate upon, use, and govern technoscience remains one of Jasanoff’s most orig-
inal fi ndings. These essays mark and illustrate different dimensions of this thesis. 
Surveying institutional differences and deciphering the dreamwork located in 
events, narratives, and collective symbols, she actually speaks more about political 
culture than science  per se . In an era of globalization, one hears endlessly of the 
retreat of the nation state, the fl atness of the world, and the irrelevance of the rule of 
law in the face of grand neoliberal forces. However, as a glance at any major news-
paper would indicate, national political and legal structures persist and remain 
organizing forces even in a globalizing world. In fact, in an age of globalization, it 
is more important than ever to attend to the State as it rubs up uncomfortably against 
larger formations like the European Union, the WTO, the IPCC and the like. 

 Technical discourse and the credibility of experts, especially as they function in 
regulatory contexts, constitute the second theme, and is another area where Jasa-
noff has helped break new ground. Of interest to political theorists and STS scholars 
alike, Jasanoff’s work registers, but moves beyond, the routinized dichotomies that 
populate existing thought in this arena: democracy versus technocracy, experts 
versus lay people,  inter alia . The volume is interesting as well in that it reveals an 
evolution in her work and new directions in the arena of expert studies. In partic-
ular, we see the move from earlier work that explored the politics of expert advi-
sory committees and “boundary work” in regulatory domains to more recent ideas 
about how modes and languages of technical rationality reshape public controver-
sies themselves and produce hegemonic conceptions of due process. 

 One can easily see a connection between the prior two themes to the third, the 
turn to law. The omnipresence of this theme in the volume should come as no 
surprise: Sheila Jasanoff came to the fi eld of STS on the heels of a Harvard Law 
School degree and a short stint as a practicing environmental lawyer. As recent 
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U.S. Supreme Court cases in environmental law indicate—e.g., the case of 
 Massachusetts v. EPA  where the state sued EPA for failing to regulate carbon as 
a “pollutant”—the work of environmental law, whether in litigation or compli-
ance, often deals with challenges to the technical basis and process of regulatory 
rulemaking. In the U.S., rulemaking pursuant to environmental or health statutes 
must conform with an overarching law, the Administrative Procedures Act of 
1946, which sets out a conception of due process in the regulatory state. This law, 
then, sits as a kind of constitution of regulatory power as among agency offi cials, 
experts, citizens, and the Federal courts, all of which are given certain powers to 
scrutinize the legitimacy of agency decisions. As Jasanoff explains in her intro-
duction, the system affords legal standing to citizens to challenge regulations, and 
thus—in the U.S. system—courts have become an important place for the public 
legitimization of science. Laws of evidence and epistemic procedure, as well as 
the operation of judicial review and scrutiny, construct both public knowledge and 
the power to know. This theatre of actors and normative concerns is refl ected in 
Jasanoff’s core interests in regulation, public evidence and the law. 

  Science and Public Reason  moves beyond judging, courtroom evidence, and 
regulatory law to directly confront legal theory, which is characteristic of some of 
Jasanoff’s most recent work. This is well represented and captured in the essay
 “In a Constitutional Moment,” the fi nal piece in the volume. Invoking both STS 
and legal concepts, she analyzes the signifi cant sociopolitical and technological 
transitions wrought by globalization in constitutional terms, drawing our attention 
to problems of citizenship, markets and global knowledge. Her essay pushes legal 
theory to be more constructivist and STS theory to be more cognizant of the law. 

 Constitutional moments bring us directly to the idea of public reason itself, the 
overarching conception for the volume, and the subject of its introductory essay. 
As Jasanoff conceives it, public reason is one response to the problem of trust in 
the “risk society”, our current age of technological uncertainty, information 
excess, and proliferating expertise. Although governmental systems can and do 
take recourse to blanket denials or pure technical reason in the face of calls for 
accountability, they also provide public proofs of various kinds. Public reason 
then consists of “institutional practices, discourses, techniques and instruments 
through which modern governments claim legitimacy in an era of limitless risks—
physical, political and moral.” Structures of public reason are part of the larger 
architecture of political life and help constitute the bargain between citizens and 
their governing institutions. They also entail particular models of citizen reason 
and agency, public and private. In  Science and Public Reason , Jasanoff illumi-
nates a facet of political life that was omnipresent but somehow invisible. 

 The political stakes, therefore, of public reason are huge. It conditions forms of 
citizen subjectivity, imaginaries of the State, and possible routes of political engage-
ment. The volume then is a script for scholarship and action. In an age of political 
guile and slick punditry—captured brilliantly by comedian Stephen Colbert’s 
notion of “truthiness”—attending to public reason is a fi rst step towards debating, 
reconstructing, and practicing norms of accountability. It may also be a path 
towards ensuring that public decision-making utilizes our best knowledge, not the 
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ideological beliefs of extremists. In this sense, imagining public reason may also lay 
open important avenues for protecting and even reinvisioning democracy. 

 “When a poet’s mind is perfectly equipped for its work,” T.S. Eliot wrote in his 
essay on John Donne, “it is constantly amalgamating disparate experience.” 
Anyone who is acquainted with Sheila Jasanoff or her work on science and 
democracy will immediately recognize such a mind, and these essays, as much as 
the book as a whole, are exemplars. A weaver of ideas, literatures, and experi-
ences, she charts original and strange paths through seemingly familiar land-
scapes, and produces new order out of heterogeneous kinds. O.J. Simpson, 9/11, 
a  Daily Telegraph  headline, the BRCA 1 and 2 genes, the U.S. Constitution within 
its glass case, a formaldehyde rule-making, Earth hanging in space—this book 
manifests how disparate objects are brought together to generate a single narrative 
about technoscience and political culture. Such a mind is on exhibit in the book 
that follows. It is a gathering of seemingly disparate pieces, fi tted together and 
reinterpreted to generate an exciting new whole.  
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                 1 Reason in practice   

     For the world’s most privileged citizens, life in the early twenty-fi rst century 
offers abundant ease and enjoyment, together with unprecedented opportunities 
for personal growth and fulfi llment. Yet in countries around the globe, even in the 
most mature democracies, politics today is marked by pent-up anger, cynicism, 
fear, and violence. From the United States, an unexpected cauldron of populist 
discontent, to Europe, the Arab world, and beyond, there is widespread loss of 
faith in good government and even in the idea of progress. It is as if societies have 
lost the knack, and the taste, for reasoning together to plan futures which all can 
see as serving their needs and interests. Crisis, however, brings opportunity, in 
scholarship no less than in politics. This troubled historical moment offers an 
unexpected vantage point from which to rethink our ideas of democracy and good 
government, and to do so with closer attention to two institutions that have trans-
formed the modern world: science and technology. This is a moment which, 
through its very contradictions, invites us to be attentive to democracy’s failures. 
It forces us to ask whether, prompted by the ascendancy of science and tech-
nology, issues that matter to publics have been prematurely taken out of politics—
and, if so, how democratic nations might reinvent their practices of governance in 
the interests of building more just, inclusive and promissory futures. This collec-
tion of essays contributes to that project of reimagination.  

  The politics of demonstration 
 Little more than a century ago, Western intellectuals and social reformers saw the 
world as nicely progressing from superstition and ignorance to knowledge and 
reason. Science led the way, revealing indisputable facts about the natural world 
and ourselves in it. Those truths, self-evident to the founding thinkers of the 
Enlightenment, laid the basis for actions whose rightness could be taken for 
granted because they were consistent with the observable realities of nature. The 
idea of natural law was not strange to human minds: premodern societies depended 
on shamans and seers, priests, and prophets to ratify correspondences between 
nature’s dictates and human institutions. Kings ruled by divine right; people went 
to temples to pray for children or for rain. Science, however, overturned habits of 
blind deference, offering a less fallible, more democratic means of creating 
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harmony between nature and human aspirations. Here, fi nally, was a way of 
getting at nature’s truths unmediated by power and infl uence. The experimental 
method, in particular, seemed to put scientists in direct conversation with the 
world as it is. Truth claims could be checked experimentally against phenomena 
that could in principle be observed by all (Dear 2006; Shapin and Schaffer 1985). 
The potential for public witnessing bypassed the risks of distortion by well-placed 
actors falsely claiming superior knowledge. Enlightened societies from the late 
eighteenth century onward became those in which science spoke truth to power—
and power listened of necessity, to defend and demonstrate its own right to rule 
(Price 1965; Picon 2002). 

 Scientifi c ways of knowing gave rise to a politics of demonstration that modern 
nation states found supremely useful. Advances in science and technology—
technoscience for short—made lives easier, healthier, more productive. In the 
hundred years after the industrial revolution, diseases yielded, distances were 
crossed, the air was cleaned, and the sheer slog of countless workaday lives gave 
way to rhythms that were far more comfortable, if also more humdrum. Armed 
with scientifi c knowledge and enabling technologies, human societies seemed 
poised to challenge the ancient ills of old age and sickness, penury, and hunger. 
Nirvana could be reached here on Earth; research and development, not prayer 
and meditation, held the answers. A sense of control over nature was born, espe-
cially in rich nations with the resources to exploit technoscientifi c advances. To 
the delight of enlightened rulers, technological power seemed easy at fi rst to 
reconcile with democratic values (Ezrahi 1990). As long as state-supported scien-
tifi c and technological developments delivered tangible public goods, accounta-
bility was served and the threat of despotism receded. 

 That optimistic alliance between science, technology and democracy proved 
short-lived. A hundred years of shocks and surprises rudely disrupted the original 
compact: two World Wars with millions dead; repeated genocidal confl icts; 
entrenched poverty and hunger; environmental pollution; epidemic diseases; 
states ruling by terror, prepared to turn guns on their own people rather than cede 
control; and from 1945 onward the fear of ultimate war, bringing nuclear annihila-
tion. President John F. Kennedy’s inaugural address of 1961 captured in its well-
remembered cadences the contradictions of the unfolding technological future: 
“For man holds in his mortal hands the power to abolish all forms of human 
poverty and all forms of human life.” The utopian promises of the Enlightenment 
retained their appeal. Yet offsetting them by mid-century were grimmer pros-
pects, even the extinction of the species that had aspired to godlike knowledge and 
power. More science could no longer be counted on to deliver better lives when 
the same knowledge could be turned to good and evil uses—to manufacture phar-
maceuticals or deadly toxins, generate nuclear power or make nuclear bombs, 
diagnose threats or impose dictatorial discipline. How to direct science and tech-
nology toward benefi cial ends became an increasing preoccupation of postwar 
societies and governments. New social movements of the mid-twentieth century 
made it clear that state expectations from science and technology no longer 
mapped neatly and inevitably onto visions that citizens held for themselves. 
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 The wheel of enlightenment took another implacable turn before the end of the 
millennium, introducing new disconnects between science and democracy. Knowl-
edge in a sense became its own undoing, as a vast penumbra of what we do not 
know and cannot presume to control grew along science’s moving frontiers (Beck 
1992). Scientifi c research could no longer be counted on to provide an expanding 
array of reliable, documented, policy-relevant facts. Indeed, facts in the sense of 
uncontested claims turned out to be in surprisingly short supply as governments 
undertook more ambitious projects of national defense, public health, economic 
growth, agricultural production and global environmental sustainability. Nor could 
technology be relied on to validate political action through successful demonstra-
tions in real time. Technology in operation proved far more unruly (Wynne 1988), 
more error prone, less predictable, and less easily transferable across geopolitical 
boundaries than optimists had proclaimed. Increasingly, technological systems 
seemed to develop lives of their own, overfl owing the pilots, models and fi eld tests 
that had once justifi ed them (Callon et al. 2009). 

 Things went wrong, sometimes on catastrophic scales, from computer system 
crashes to global fi nancial meltdowns to industrial disasters and climate change. 
The jolting nuclear accident at Japan’s Fukushima Daiichi power plant in March 
2011 carried all the trademarks of human overreaching: in a nation schooled to 
accept the state’s expert assurances, an earthquake of unexpected severity set 
loose a tsunami of epic proportions, overwhelming an aging and ill-maintained 
plant’s inadequate failsafe mechanisms. Political questions quickly surfaced in all 
such cases: who was at fault; who should have known; who should be compen-
sated; and who held responsible? 

 One common response was denial. Accidents and disasters were often written 
off in offi cial accounts as unintended consequences of well-intentioned choices. 
No one, this story went, could reasonably have foretold that rising fossil fuel use 
would lead to climate change, high dams would destroy riverine ecosystems, 
disease-preventing chemicals would give rise to insect and viral resistance, 
hormone replacement therapy in postmenopausal women would raise their risk of 
breast cancer, explosives would be commandeered by terrorists converting bodies 
into living bombs, or electronic social networks would create preconditions for 
both anti-despotic revolutions and crimes of violence. Defi ning such failures as 
“unintended” tacitly absolved technology and its human progenitors of responsi-
bility and blame. No actors, after all, could be held to account for the unknowable. 
Without knowledge there can be no basis for logic or causal argument; to act 
against the unknown is to be like mad Hamlet discoursing with the “incorporeal 
air.” Paradoxically, the theme of unintended consequences reaffi rmed the natural-
istic narrative of progress from which policymakers continued to draw their legit-
imacy (Wynne et al. 2007). The benefi ts of technology could be seen and known; 
these were real, reliable, calculable. Harms, by contrast, were deemed excep-
tional, systemic, recognizable only after the fact, and therefore relegated to the 
category of the unpredictable. 

 A second response, loved by bureaucrats and their expert advisers, was to seek 
refuge in rational calculation. Futures perhaps could not be completely known, 
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but they could be assessed and managed under the increasingly important rubrics 
of risk assessment, cost-benefi t analysis (Kysar 2010), and evidence-based policy. 
These too were exonerating discourses. They neatly divided the tasks of governing 
the future into a scientistic and supposedly apolitical realm of assessment and 
prediction, and a concededly political, but entirely separate, realm of political 
response and management (NRC 1983). Products, projects and scenarios could be 
modeled well enough according to this conceptual paradigm by experts with the 
knowledge and training to evaluate their strengths and vulnerabilities. Political 
managers could come in when calculation was complete, to demand safeguards 
whose costs would not be out of proportion to the benefi ts conferred by taking 
useful risks. Who bears the risks and who gains the benefi ts was not always on the 
discussion table. 

 To many observers this retreat to technical expertise only reinforced techno-
logical society’s “organized irresponsibility” (Beck 1988); it implied levels of 
control that seemed demonstrably overblown. The near meltdown at the Three 
Mile Island nuclear plant in 1979 eliminated U.S. public trust in the safe operation 
of nuclear power and ended the nation’s supremacy in nuclear engineering. The 
calamity at Fukushima opened the way to doubts and questions whose full impli-
cations for the nuclear industry would not be known for years. More fundamen-
tally, from the standpoint of ruling institutions, the discovery that every seeming 
certainty carries at its margins a weight of unresolvable uncertainty challenged the 
foundational presumptions of enlightened governance. If a government’s fi rst duty 
is to fi nd solutions to social problems, consistent with public interest and public 
demand, then a technoscientifi c enterprise that inexorably links knowledge to non-
knowledge fails to deliver the legitimacy that it once so confi dently promised. 

 Demonstration, under these challenging conditions, slipped out of the grasp of 
governments and became at once more democratic and more oppositional (Barry 
1999; Callon et al. 2009). When governments unveiled new technoscientifi c 
programs, from the construction of railroads, runways or high dams to support for 
new and emerging technologies, people demonstrated their contrary views through 
active resistance. In the United States, politicians gained mileage from alliances 
with the religious right, which denied scientifi c doctrines from evolution to 
anthropogenic climate change. Elsewhere, genetically modifi ed plants were 
uprooted from research plots, animal testing labs and nanotechnology centers 
were bombed, and people staged mass marches, sit-ins or blockades to prevent 
new construction projects. Seen as Luddite excess by political authorities, but as 
“uninvited participation” by more detached analysts (Doubleday and Wynne 
2011), direct action by citizens signaled at the very least a breakdown in orthodox 
political communication and a demonstrable need for new forms of public 
accountability.  

  A new age of reason 
 Caught between the hammer of uncertainty and the anvil of unintended 
consequences, how can governments renegotiate the double contract of modern 
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democracies—fi rst, with the citizens who elect them and, second, with the science 
and technology that enable states to promise growth and employment? How can 
governments persuade skeptical and skittish citizens that theirs is not a world 
of magical realism in which massive technological intrusions into the material 
world can be authorized with no one to take responsibility for evil consequences? 
Citizens of advanced technological societies demand a modicum of certainty that 
the benefi ts of science and technology, especially when conducted with taxpayer 
support, will arrive as promised, and not bring danger or ruin (or, as in the case of 
the life sciences, moral breakdown) in their wake. Even when innovation is left 
largely to the private sector, as it mostly is in liberal democracies, governments 
must try to ensure that corporate profi t motives will not expose publics to harms 
that are unlimited and uncompensated. How under these trying circumstances can 
states seek to retain public trust? 

 These dozen essays, culled from some twenty-fi ve years of research and writing, 
cast the spotlight on one answer to the problem of trust in an age of uncertainty: 
public reason. The term public reason as I use it in this volume is not a matter of 
constructing principled arguments that obey universal rules of democratic delib-
eration (Rawls 1971). Instead, my objective, grounded in the fi eld of science and 
technology studies (STS), is to ask what ruling institutions do in practice when 
they claim to be reasoning in the public interest. Public reason, for me, is not 
simply the result of meeting exogenously defi ned criteria of logic or argument, 
though such rules matter: rather, it is what emerges when states act so as to appear 
reasonable. Reasoning comprises the institutional practices, discourses, tech-
niques and instruments through which modern governments claim legitimacy in 
an era of limitless risks—physical, political and moral. Included here as well is an 
inquiry into the background conditions that lead citizens of democratic states to 
accept policy justifi cation as being reasonable. What kinds of reasons sit best with 
which sorts of publics, and how does public reasoning relate to political culture 
and the authorization of expertise? More particularly, how does the fact that we 
live in information-soaked environments, constantly depending on others’ exper-
tise, affect the democratic ambitions of public reason? The attempt to answer 
these sorts of questions positions my work in conversation with related explora-
tions in democratic theory, legal studies, and ethnographies of modernity. 

 A complete political theory of late modern democracy must include, in my 
view, alongside classical refl ections on representation, participation, and voice, an 
explicit and suffi cient account of the reasoning of state institutions. Suffi ciency, 
for these purposes, means that we have to account for reason not only theoreti-
cally, at the level of claims made on its behalf, but also empirically, as a political 
practice that connects the communicating state to its attentive citizens. In acting 
for or on behalf of citizens, governments operate with tacit understandings of 
what people are like, especially in their capacity to interpret facts and develop 
arguments (Jasanoff 2004a). By uncovering those presumptions, these essays 
speak to the construction of the political subject as a reasoning agent, not through 
the sciences of mind, brain and behavior, but through legal and institutional 
arrangements that presuppose certain ideals of human agency and autonomy. This 
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volume therefore extends work in the history and sociology of the human sciences 
by exploring, through studies of public decision making, contemporary presump-
tions about the nature of rationality, both as an attribute of human minds and as a 
normative goal for social and political collectives. 

 Scattered in time and across disciplinary literatures, the essays collected here 
articulate a set of theoretical preoccupations that may not be immediately apparent 
to readers who have come upon these works singly or in isolation. Those unused 
to my methods of extracting broad theoretical ideas from the empirical details of 
everyday talk and practice may miss the forest for the trees, seeing topical case 
studies instead of an integrated exploration of abiding questions in democratic 
theory. Yet recurrent questions and gradually coalescing answers run through all 
of my work on science, technology, law and policy, whether the examples pertain 
to environmental risk, technological disasters, novel biological organisms, global 
environmentalism, the nature of evidence, or the legitimacy of administrative 
rulemaking. 

 Three organizing themes have guided my choice of research topics and analytic 
methods: fi rst, a commitment to comparison, especially across national political 
cultures, as a means of elucidating entrenched but unacknowledged habits of 
reasoning in the public square; second, a focus on the practices of separating 
expert from commonplace modes of reasoning, especially in the production of 
what I call “regulatory science” (Jasanoff 1990); and third, a deep concern with 
the law as both site and instrument of shaping democratic accountability and 
forms of reasoning. The articles that follow are grouped for convenience under 
one or another of these three headings, but it is their interwoven character that I 
want to emphasize. The centrality of the law in particular—not as written text, but 
as a set of practices, a source of norms, a continuous historical narrative of what 
societies are about, and an instrument for stabilizing or destabilizing authority—is 
visible throughout these pieces. The essays also illustrate my attempts to bridge 
divides that have proved perennially troublesome for social analysis—between 
macro and micro, structure and agency, theory and practice, descriptive accuracy 
and normative theory. Necessarily, too, the works illustrate changes in my own 
thinking, notably from the structural modes of analysis that I followed in the 
1980s to the need I see now to acknowledge the fl uidity and performativity of 
reasoning while still remaining attentive to cultural stability and continuity.  

  Reason by comparison 
 Reason is a great naturalizer, and public reason naturalizes much that seems arbi-
trary in politics. Once we are persuaded of the reasonableness of an argument or 
action, it becomes the most natural thing in the world to accept it: of course, this 
is how things are; of course, this is how things should be. To make the contin-
gency of reason visible, then, we must look as if through the eyes of visitors from 
other worlds, much like pre-colonial ethnographers who decoded the locally 
contingent and culturally specifi c assumptions that held together the complete, 
self-reinforcing logics of alien belief systems (Douglas 1986; Sahlins 1996). Even 
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today, the anthropological project is directed toward making other people’s beliefs 
transparent, accessible, and comprehensible. Many seemingly alien ways of 
making sense of the world would not seem strange, the anthropological texts 
instruct us, if we could but put ourselves inside the life worlds of those holding the 
odd beliefs. If you were a Zuni or a South Sea Islander, a faith healer or a customary 
law judge, an African woman with AIDS or a Hispanic mother in an Anglophone 
U.S. reproductive health clinic, you too would see the world in the ways they do. 
Their reason would become, however temporarily, your own. 

 It is harder to distance oneself from the processes of naturalization within one’s 
own cultures of reason and reasonability; in short, it is easier to render the strange 
familiar than the familiar strange. To some extent, the ethnographic method works 
with respect to subcultures of specialized practice. Thus, both observation and 
participant-observation are important components in the methodological toolkit 
of science and technology studies, helping to destabilize the special kind of natu-
ralization created by scientifi c and technical representation. The genre of labora-
tory studies, for instance, treats sites of fact and artifact making as if they are 
foreign cultural spaces, where work practices can be watched and recorded with 
the same meticulous neutrality that an ethologist brings to observing animal 
behavior (Latour and Woolgar 1979; Latour 1987; Bijker et al. 1987). But fruitful 
and provocative though such work has been, it tends to slide into the trap of 
behaviorism, more attuned to explicit and visible signals than to inarticulate 
norms and beliefs. Intersubjective phenomena, collectively endorsed beliefs, and 
above all moral and ethical self-understandings tend to get shortchanged in such 
studies. STS research has been more effective in showing how people build scien-
tifi c instruments, medical standards or large technological systems than legal 
rules, ethical principles or regimes of administrative rationality. 

 Comparison across cultures offers one way out, especially using the methods of 
interpretive analysis: thick description (Geertz 1973), close reading of texts, 
observation of meaning-making in social practices and interactions (Goffman 
1959), and attention to institutions, discourses, and histories. By seeing how other 
political cultures frame and resolve the quandaries of uncertainty and accounta-
bility, and how they uphold their own regimes of reason, we can become better 
observers of naturalizing moves in our own politics. Comparison thus solves the 
problem of the “view from nowhere”—that position of mythic neutrality that no 
analyst can achieve in practice. Instead, this method allows different, actual 
“somewheres” to be brought into productive contrast, revealing patterns and 
persistences that might otherwise remain unperceived. 

 I learned this from my fi rst comparative study, in which my collaborators and I 
discovered unexpected differences between Europe and the United States in the 
seemingly straightforward project of regulating chemicals suspected of causing 
cancer (Brickman et al. 1985). The same scientifi c evidence about the same chem-
icals led to different assessments of risk across Britain, France, Germany, and 
the United States—the four countries in our study. Even the concern with carcino-
gens turned out to be anything but universal, with some national authorities 
declaring that these substances do not, and should not, constitute a “natural kind” 
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for regulatory purposes. Trying to unravel these puzzling divergences led to 
decades of work in which I developed theoretical concepts to help explain why 
national decision making systems diverge when coming to terms with uncertain 
facts and extraordinary events. 

 One of my best known comparative essays is “Product, process, or programme: 
three cultures and the regulation of biotechnology” (reproduced as  Chapter 2  of this 
volume). A study of the early years of controlling biotechnology in Britain, Germany, 
and the United States, this article shows how discrepancies in assessing what is at 
stake in regulating biotechnology emerged very early in national debates on the 
presumed risks of the new techniques. Specifi cally, genetic engineering and its suite 
of techniques were framed out of the fi eld of regulatory concern in the United States, 
where scientifi c consensus held that there was nothing specially worrisome about 
the process of genetic modifi cation (GM). American attention focused instead on the 
material results of genetic engineering, adapting existing regulations to bring new 
GM products under control. By contrast, most European nations, including Britain, 
viewed the process of gene manipulation as fraught with suffi cient uncertainty to 
warrant parliamentary attention. German anxiety went deeper, fed by recollections 
of the disastrous programmatic alliance between science, technology and the state 
that had legitimated wartime abuses, from unethical human experimentation to the 
extermination of persons the Nazi state deemed genetically unfi t (Gottweis 1998). 
National exercises in public reasoning concerning biotechnology, whether in legis-
lative debates, court decisions, or risk assessment, were rooted in these original 
framings. Subsequent transnational controversies, such as the confl ict between 
Europe and the United States over the safety and utility of genetically modifi ed 
crops (Winickoff et al. 2005), can be traced back to these historically situated, insti-
tutionally sanctioned and discursively performed analytic frames. 

 Theoretically and methodologically, “Product, process, programme” charted 
new directions in comparative analysis for myself and others. As in my other 
work, a mix of close textual reading, especially of law and regulation, and inter-
pretive analysis of parallel debates and controversies provided the basis for 
drawing robust comparative conclusions. This article marked an early elaboration 
of the theme of co-production that has been central to my work. In this case, an 
entire technology—incorporating not only its material features but associated 
imaginations of risks and benefi ts—was defi ned to harmonize with underlying 
visions of the state and its rights and obligations  vis-à-vis  citizens. The resulting 
nation-specifi c interweaving of  is  (what are the risks of biotechnology) and  ought  
(under what conditions and constraints should biotechnology be carried out) 
exemplifi ed a bioconstitutional moment of the kind that accompanies signifi cant 
developments in the life sciences and technologies (Jasanoff 2003, 2011). At such 
moments, as further elaborated in this book’s fi nal essay, the meanings that a 
society accords to life, and the responsibilities that a state assumes for life’s 
nurturing and protection, are reworked together through a process of simultaneous 
defi nition and articulation. These are moments of renewal for cultures of public 
reasoning, episodes in which tacit social commitments are challenged and, in the 
course of normal politics, typically reaffi rmed. 
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 Another comparative piece, “In the democracies of DNA: ontological uncer-
tainty and political order in three states” (this volume,  Chapter 3 ), analyzes the 
normative choices made in regulating new technologies from a co-productionist 
perspective: what sorts of novel biological processes and entities are allowed to 
come into the world, under what regimes of responsibility, and why? Using exam-
ples from the regulation of embryo research and agricultural biotechnology in 
Britain, Germany and the United States, this essay seeks to explain cross-national 
differences in the positions that states take with respect to the risks posed by 
borderline life forms: hybrid or hard to classify constructs that I refer to here as 
“monsters.” The conditions under which such ambiguous forms of life are 
permitted to exist in each state depend on the felt capacity of its legal order to 
circumscribe the ethical and social risks of these novelties and to keep them from 
overfl owing publicly enacted containment measures. Postwar Germany, fearful of 
state-sanctioned lawlessness and reliant on its Basic Law to set fi rm limits on state 
power, was least willing to tolerate the coming into being of ontologically suspect, 
risky entities that arouse political and moral anxiety. By contrast, the United 
States proved far more hospitable toward ontological experimentation, consistent 
with a faith in the market as a robust enough instrument for adjudicating between 
permissible and impermissible experiments. These examples show how deep-
seated assumptions about the state’s competence as the arbiter of collective norms 
can shape the pace and direction of biological research and development. 

 The legitimacy of public reason depends, as already indicated, not only on its 
logic and propositional content but also on the performance of reasoning in the 
public square. To be sure, the technical quality of the state’s analytic exercises, 
such as risk assessment, cost-benefi t analysis, and constitutional law (themselves 
historical accomplishments of no small signifi cance), does matter; weak logics, 
unsupported by evidence and expertise, cannot sustain policy. But in forums 
ranging from high courts to the blogosphere the adequacy of reasoning is equally 
a function of the state’s ability to give reasons convincingly. Curiously, in discus-
sions of public reason, the publics for whom governments perform their rituals of 
rationality have received short shrift—frequently because these audiences are 
written off as know-nothings who do not understand science (Wynne 1995; 
Sunstein 2005). Yet in a functioning democracy there has to be a correspondence 
between what offi cials offer in the way of public justifi cation and what is heard 
and respected by the citizens for whom such gestures are devised. That corre-
spondence, I have argued, is anything but random. Just as cultures have routines 
and scripts, or folkways, that assign meaning to actions, events and relationships, 
so political cultures are characterized by relatively stable “civic epistemologies,” 
or “public knowledge ways,” that comprise preferred modes of producing public 
knowledge and conducting policy deliberation. 

 These preferences become most visible at moments of crisis, when the state has 
to explain why things went wrong and what it will do to prevent future breakdowns. 
In  Chapter 4 , “Restoring reason: causal narratives and political culture,” I compare 
three massive failures that challenged a state’s capacity to govern in the nation’s 
interests: the 1984 Bhopal gas disaster in India; the “mad cow” crisis of 1996 in 
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Britain; and the September 11, 2001 terrorist attacks in the United States. This 
choice of cases underscores an important principle of interpretive methodology—
more can be gained by comparing events that are similar in their potential to defi ne 
or transform politics than in their topical specifi city. This particular comparison 
sheds light on the dimensions of political order that each state seeks to immunize or 
hold beyond question, such as the authenticity of human experience in India, the 
perceived integrity of public offi cials in Britain, and the technical competence of 
policy analysis in the United States. By contrasting disparate national rituals of 
“restoring reason,” these cases reveal much about the civic epistemologies that 
underwrite different styles of offi cial justifi cation in contemporary democracies. 

 But, as critics of my methods have been quick to note, cross-national compar-
ison has limits. Even if nation states are powerful aggregators of collective prefer-
ences, capable of shaping their reasons to satisfy durable civic epistemologies, 
strong social forces may transcend national particularities, such as independence 
or environmental movements, economic globalization, transnational professional 
networks, electronic communications, or populist uprisings of the sort that swept 
across the Arab world in early 2011. Do national differences continue to matter in 
policy justifi cation? Is there not a tendency for state-by-state differences to be 
swamped by tidal waves of knowledge and technological change that eventually 
bring about convergent standards of rationality and discourse? Are science and 
technology not, after all, the ultimate levelers of differences in public reason? 

 For any scholar steeped in the methods and fi ndings of science and technology 
studies, the answer is clear. Big transformations do happen, and they may in time 
overcome local specifi city, producing similar preferences worldwide for partic-
ular forms of evidence, expertise and argument. The European Union (EU) can be 
seen as one grand experiment in forging supranational norms of reasoning. Yet as 
the EU’s travails in the early twenty-fi rst century also illustrate, history cannot be 
so easily set aside. Imitation does not necessarily produce identity, in public 
reasoning or in policy outcomes. Formal discourses of reason, such as quantitative 
risk assessment or bioethics, may be borrowed from across borders and they may 
spread like wildfi re, but they are re-embedded in nation-specifi c institutional 
contexts and reperformed by national actors playing to local civic epistemologies. 
It remains to be explored, not assumed, whether “the same” technical rationality 
works out similarly in disparate settings; typically, the answer is “no,” as shown 
in some of my work on regulatory science discussed below. 

 Nor does the fact of globalization liberate scholars from the need to study how 
leveling happens, if and when it does. “In the middle of the 20th century,” remarked 
the famous Brundtland report on sustainable development, “we saw our planet from 
space for the fi rst time” (WCED 1987). Who, however, was this “we,” how was the 
“planet” seen, was it indeed “for the fi rst time,” and whose interests did the new 
Earth images advantage or disadvantage? If the ontology of the planet changed 
signifi cantly in the late twentieth century, through altered means of seeing and 
knowing, then what new moral and political orders were co-produced in those 
moments of enlightenment? These are some of the questions I explore in  Chapter 5 : 
“Image and imagination: the formation of global environmental consciousness.” 
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 Consistent with other studies of the formation of new scientifi c ideas and epis-
temes, this chapter highlights the complex work that had to be done to make the 
boast of “seeing the planet” a reality. The distanced vision that the Brundtland 
report celebrated was itself the product of Cold War tensions and the space race, 
for it was the astronauts of the Apollo program and their Soviet cosmonaut coun-
terparts who brought home the now-familiar images of the Earth as a lonely planet 
surrounded by swirling clouds. Not only military competition but commercial 
enterprises wishing to advance their global ambitions carried the Earth images to 
viewers around the world, but even then the uptake of planetary thinking remained 
patchy. For the great majority of the Earth’s residents, the thin overlay of a global 
environmental consciousness, fostered by space science and military technolo-
gies, and focused on incomprehensibly distant futures (Jasanoff 2010), failed to 
offset the concerns of the palpable present. The uneven circulation of allegedly 
global discourses of reason reveals the persistence of norms and imaginations that 
remain resolutely time and place-bound, and that provoke resistance when 
attempts are made to override local commitments in the name of such global 
abstractions as sustainability or human survival.  

  Expert rationality 
 The authority of governments today is inseparable from expertise. States have 
access to many sources of power—not least weapons and secrecy—but even those 
resources cannot be accumulated and kept up to speed without expert advice. We 
cannot imagine a central bank without economists, an environment ministry 
without scientists, a public health agency without medical specialists, or a police 
department without law enforcement professionals. The Cold War needed its 
physicists, its decision theorists, its intelligence experts, and its computer scien-
tists (Edwards 1996). It is less clear, however, how states recognize who is an 
expert, mediate confl icts among experts, or persuade publics that they have 
enrolled the best available expertise into the tasks of governance. Little attention 
has been paid to the emergence of expertise as a phenomenon in modern govern-
ment, and still less to the largely tacit theories that underpin rule by experts in 
democracies. Yet for all practical purposes, we live today in an “Expert Raj” (an 
imperium of experts) whose modes of acquiring authority, especially in global 
institutions, are as opaque to ordinary citizens as the self-legitimating claims of 
rulers in distant metropoles were to colonial subjects living in the peripheries of 
empire. 

 One way to approach this paradox of contemporary democracy is to look at 
crucial moments of emergence, confl ict or reconceptualization in which the prin-
ciples underlying trust in government by experts are exposed to public scrutiny. 
The production of expert rationality then emerges as a special kind of democratic 
problem-solving. I have shown that legitimation depends at such moments on 
invoking science, or more accurately public imaginations of science, in support of 
the state’s planned actions. In turn, the recourse to science and expertise demands 
forms of boundary work that derive their persuasiveness from prior state—society 
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relationships and the political and sociotechnical imaginaries they support 
(Jasanoff 1990; Jasanoff and Kim 2009). As we have seen, states tend to carry on 
during and after moments of crisis by appealing to well established, widely shared 
notions of why failures occur and what can be done to ensure that such things will 
not happen again. The rationality of experts emerges according to this line of 
analysis as never natural but always achieved, through institutionalized rules of 
the game that admit or preclude particular modes of asserting expertise. 

 Methodologically, my approach to studying such moments of de- and re-
stabilization differs from classic studies of controversies and boundary work in 
STS. Unlike many subject-specifi c investigations of scientifi c disputes, aimed 
largely at revealing the interpretive fl exibility of expert observations, my studies 
display the subtle ways in which such disagreements, and their settlements, repro-
duce cultural preferences for particular types of evidence and modes of delega-
tion. With regard to boundary drawing, what interests me again is not so much the 
work done in specifi c cases as the respects in which boundaries such as that 
between expertise and common sense shore up deeper collective commitments to 
forms of epistemic and political delegation (civic epistemologies). Investigating 
these regularities necessarily calls for sensitivity to history, familiarity with the 
details of legal and administrative processes, and awareness of the contexts in 
which controversies arise and achieve resolution. 

 My work on expertise began at a time of unprecedented turmoil in U.S. regula-
tory politics. Ronald Reagan’s election to the presidency in 1980 shook the founda-
tions of the American regulatory state severely enough to earn the label “the Reagan 
Revolution.” His administration is widely credited with policies that favored dereg-
ulation and pushed forward a neoliberal ideology that remained in force long after 
the fall of the Iron Curtain in 1989. A less visible aspect of U.S. policymaking in 
those years was to redraw the institutional boundaries between science and politics 
established during the New Deal. The expansion of federal power under President 
Franklin D. Roosevelt had sharply increased the number and variety of agencies 
implementing new governmental mandates. Those bodies gained a reputation for 
combining specialist knowledge of matters within their jurisdiction with the experi-
ence needed to make convincing political decisions, but they were prone to capture 
by the very interests they sought to manage. The 1946 Administrative Procedure 
Act ensured that executive expertise would be subject to public testing; no admin-
istrative decisions would be made without giving the public an opportunity to ques-
tion the agency’s expert claims. Experts’ reasons, in other words, would carry 
weight only if they satisfi ed interested and affected parties. 

 The 1960s and 1970s saw further increases in federal administrative power in 
the United States, with a spate of laws controlling risks to health, safety and the 
environment (Wilson 1980; Brickman et al. 1985). This period was also marked 
by the rise of new social movements and non-governmental organizations claiming 
to represent the public interest against unacceptable risk-creation by private 
capital. Now the threat of capture appeared distinctly to tilt against purely 
economic interests, and business and industry fought the emerging alliance 
between regulatory agencies and public interest groups by attacking the agencies’ 
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technical expertise. Whereas an earlier generation had ratifi ed transparency and 
public explanation as appropriate controls on runaway power, the deregulators of 
the post-Reagan era returned to science as their resource of choice in challenging 
agency discretion. Arguments that regulatory agencies were misusing science 
drew strength from long centuries of cultural work that had established science, 
the voice of nature, as distinct from politics, the voice of society (Latour 1993). In 
the United States, appeals to sound science as the touchstone for good policy 
gained ground, coupled with charges that agencies, through non-scientifi c, subjec-
tive judgments, were introducing politics into science, thereby contaminating the 
only secure basis for public reason (Brickman et al. 1985). In this period of reac-
tion, the boundary between science and politics had to be remade through institu-
tional reforms. It became fashionable for opponents of regulation to demand that 
agencies should install additional scientifi c advisory committees, use only peer-
reviewed science, and strictly separate scientifi c assessments from any considera-
tion of values (NRC 1983). 

 I fi rst refl ected on the implications of these trends for public reason in “Contested 
boundaries in policy-relevant science,” which I reproduce here as  Chapter 6 . That 
1987 article focused on the raucous debate over the quality of science used by the 
Environmental Protection Agency (EPA), a lightning rod then and now for oppo-
nents of federal regulation and big government. Much of the contestation centered 
on whether EPA had used peer-reviewed science in its standard-setting. Interest-
ingly, neither EPA’s friends nor foes questioned the need for peer review; all 
agreed that review was essential for the production of reliable scientifi c knowl-
edge. But behind the shared rhetoric were sharp disagreements about the meaning 
of “peer” in the domain of regulatory science. EPA’s detractors insisted that 
reviewers should be impartial members of the scientifi c community with no rela-
tionship to the agency nor any active commitment to its mission. EPA, by contrast, 
viewed as good peers precisely those scientists who could interpret uncertain 
knowledge in the light of the agency’s regulatory mission, and could thus bridge 
the gap between known facts and legally mandated actions. On the whole, experts 
chosen by the agency were more likely to be swayed by concerns for public and 
environmental health, in other words to espouse caution, while scientists with no 
experience of EPA’s policy dilemmas were more likely to demand strict standards 
of proof and a higher bar for regulation. The apparent consensus on the value of 
peer review proved on examination to be a façade for tense boundary struggles 
over who should determine, and by what criteria, the proper balance between risk-
taking and precaution. 

 A decade later, when risk assessment was securely established as a powerful 
discourse of public reason in the United States, I revisited the same contested 
territory in “The songlines of risk” (this volume,  Chapter 7 ). By then, it was clear 
that risk is a defi ning framework for modern government, extending far beyond 
the regulation of hazardous products and activities. Social theorists had begun to 
view risk as an organizing force in society, capable of creating new social identi-
ties, solidarities and confl icts (Beck 1992). Governments for their part increas-
ingly tied their claims to legitimacy to their capacity to diagnose, calculate and 
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manage risks. But the seemingly universal modern preoccupation with risk 
conceals signifi cantly different notions of individual agency and collective 
responsibility in hazardous situations. In channeling social anxieties about tech-
nology, this essay suggests, the technical discourses of risk resemble the 
“songlines” with which Australian aboriginals sing their land into being, producing 
varied imagined realities. Culturally specifi c models of agency and their implica-
tions for collective action are articulated in the performance of risk analysis, and 
yet they come to be seen as the natural and only possible order of things. It follows 
that centralized methodologies of risk analysis tend to reduce the diversity of 
standpoints and perspectives that might make policymaking more robustly demo-
cratic. The most effective way to denaturalize the songlines, then, is to hold them 
up against other, equally justifi able, ways of constructing reality. 

 In “Judgment under siege: the three-body problem of expert legitimacy” (this 
volume,  Chapter 8 ), I turned to the problems of accountability that arise in a repre-
sentative democracy from committing important policy decisions to anonymous 
experts. I import theories of delegation from the law into an analysis of what it 
would take to ensure that experts will act in the public interest. That task can be 
facilitated by distinguishing among the three “bodies” of the article’s title, each of 
which calls for different principles of delegation: the “body” of the individual 
expert; the “body” of policy-relevant knowledge; and the “body” of advisers who 
assess available information in forms suitable for underwriting public policy. 
Western political systems, I show, have diverged in their respective efforts to 
legitimate these three bodies. Thus, in policy and practice, Britain pays most 
attention to the expert’s individual virtues, the United States to the integrity of 
bodies of professional and technical knowledge, and Germany to the balanced 
composition of the expert bodies that advise the state. 

 Rounding out the section on expertise is an article that found unexpected reso-
nance and has continued to be widely cited and reproduced since it was published 
in 2003, “Technologies of humility: citizen participation in governing science” 
( Chapter 9 ). The point of departure here is the gradual transformation in Western 
understandings of the relationship between knowledge and action. At the turn of 
the twenty-fi rst century, many things that seemed self-evident about science even 
fi fty years back no longer seem so. In particular, the image of an impersonal 
science, standing apart from human interests and values, and sternly committed to 
the delivery of truths, has given way to an awareness that science is frequently 
commissioned to serve political ends, is constrained by the limits of human imag-
ination and capability, and, through its very ambition, extends the horizons 
of uncertainty while producing new knowledge. Prediction based on sciences 
exhibiting these properties has proved much less convincing than policymakers 
had hoped. Prudence calls for “technologies of humility” to take better account 
of uncertainties and unknowns in forecasting the future. Traditional methods of 
risk analysis—committed as they are to assessing the future on the basis of 
present knowledge—should be supplemented by analyses that are more attentive 
to history, to past failures of understanding, and to persistent inequality and 
injustice.  
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  Law, science and public values 
 Analysts of science and technology have not by and large examined the intersec-
tions of law and science as sites of shared knowledge production and norms-
making though these two institutions enjoy equal authority in modern democracies. 
Yet no account of public reason can ignore the foundational infl uence of law in 
shaping allowable forms of discourse in the public sphere, as well as dominant 
ideas about what kinds of claims are suffi cient in justifying state action. Indeed, if 
science claims a monopoly on revealing truths, the law can claim a parallel 
monopoly on defi ning the nature of evidence. As a practical matter, neither science 
nor law could function without unswerving commitments to both truth  and  
evidence, but arguably science has dedicated more energy to the accuracy of its 
representations of nature (truth), and law more to the persuasive demonstration of 
causality and relevance (evidence) for purposes of moral adjudication. How the 
law evaluates science for its own needs, and how it infl uences societal understand-
ings of evidence, are therefore central to any adequate account of public reason. 

 Three essays in this volume were written during a period in which American 
politics and legal practice, though not the academic social sciences, became 
intensely aware of interactions between law and science. In 1993, the U.S. Supreme 
Court issued the fi rst of three major rulings on the admissibility of scientifi c 
evidence,  Daubert v. Merrell Dow Pharmaceuticals, Inc. , 509 U.S. 579 (1993). 
The lawsuits that precipitated this landmark decision refl ected years of private 
sector frustration with jury verdicts that seemed systematically to privilege plain-
tiffs’ interests in defi ance of what companies insisted was reliable countervailing 
scientifi c evidence. Ostensibly designed to safeguard the integrity of science in the 
courtroom, the Supreme Court’s evidence decisions of the 1990s removed deci-
sion making authority from juries and reassigned it to judges, who were enjoined 
to act as gatekeepers for scientifi c testimony. My writings on science and evidence 
in the post- Daubert  era refl ect in part an attempt to probe what this shift meant for 
making and evaluating knowledge in legal settings. Are lay judges demonstrably 
better than lay juries at distinguishing good science from bad? If so, how do they—
as non-scientists—proclaim and defend their superior ability to discriminate? In 
part, too, I was concerned with  Daubert ’s implications for transforming the very 
ideas of lawfulness and legality: what impact would the mandated judicial defer-
ence to science have on the capacity of courts to render justice? 

 These questions seemed ripe for analysis by scholars trained in science and tech-
nology studies.  Daubert  and its progeny showed virtually no awareness that the 
practices of science and technology had been systematically researched for decades, 
nor of the results of such work. Even when the decisions referenced fi ndings from 
the philosophy or sociology of science, these resources were mobilized idiosyn-
cratically, with little attempt to probe their underlying logics. My book on expert 
advisory committees, for example, was cited in  Daubert  for the proposition, “Publi-
cation (which is but one element of peer review) is not a  sine qua non  of admissi-
bility; it does not necessarily correlate with reliability” (509 U.S. at 593). Accurate 
as far as it goes, this sentence sidelined the book’s most important argument: peer 
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review, especially in the regulatory context, does not so much apply exogenous 
standards of good science as  create  the standards by which claims can be judged as 
falling inside or outside the bounds of good practice. A more refl ective reading 
might have led the authors of  Daubert  to conclude something similar about adjudi-
cating the admissibility of evidence—that is, admissibility criteria are remade within 
the course of  Daubert -based proceedings rather than imported intact from some 
external storehouse of foolproof tests of scientifi c reliability (Jasanoff 1995). 

 The fi rst of the law articles, “What judges should know about the sociology of 
science,” originally published in the legal journal  Jurimetrics  (and included here 
as  Chapter 10 ), sought to remedy this lack of self-awareness by rehearsing in 
accessible form some basic insights from social studies of scientifi c knowledge 
that might be useful for judges. The article refl ects a relatively early stage in my 
thinking about law and science and thus has numerous shortcomings—including, 
importantly, that it does not consider the implications of sociology of technology 
(as opposed to sociology of science) for evidence decisions. 

 Methodologically, the article exemplifi es a naively appealing model of interdis-
ciplinarity: the presumption that there are stable, self-contained conceptual pack-
ages that can be moved without diffi culty across branches of scholarship, in this 
case from sociology to law, enriching and amplifying both. This presumption, 
however, cuts against the grain of my own critique of  Daubert , which similarly 
presumes that scientifi c criteria of validity can be straightforwardly applied to 
legal evidence. Nonetheless, the article marked an attempt to engage in cross-
disciplinary writing, translating (or trying to translate) concepts from one domain 
of intellectual practice to another. The article’s very simplicity may help explain 
its relatively wide circulation in both legal and STS literatures. 

 It soon became clear, however, that a different kind of exploration, more atten-
tive to the complexities of adjudicatory practice and discourse, would be needed 
for a deeper understanding of ways in which law and science infl ect and reinforce 
one another. Methodologically, such a move is consistent with the growing focus 
on the practical enactment of social ideas in STS as well as in other social sciences 
(Camic et al. 2011). Theoretically, too, the turn toward practice was compatible 
with the idea of co-production—the notion that knowledge and norms ( is  and 
 ought ) are not separable, as they are often taken to be, but are simultaneously 
defi ned through intertwined processes that put together new epistemic and social 
realities (Jasanoff 2004b). From a co-productionist standpoint, it is not enough to 
say that judges should learn some basic tenets of the sociology of science. That 
prescription reifi es too many categories: science, law, judging, sociology. The 
challenge instead is to understand how the coupled working of law/science (a 
particular instantiation of Michel Foucault’s famous dyad of power/knowledge) 
constitute, as it were, the cultural DNA of modern rationality. It is imperative to 
take apart the intricate machinery through which these two institutions co-construct 
such fundamental elements of public reason as expertise, objectivity, common 
knowledge, and common sense. Micro-investigation of legal processes becomes 
an indispensable technique for investigating how these cornerstones of demo-
cratic governance are defi ned in practice. 
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 The next two articles carry out such investigations from different perspectives. 
These pieces show that, in a thoroughly modern twist on ancient natural law 
thinking, the law still depends on establishing epistemic bright lines, or matters of 
fact, with which to align its normative judgments. Facts must speak clearly as 
facts in order for the law to be seen as acting justly. Distinctions between accept-
able and unacceptable expertise, the intellectual preoccupation of  Daubert  and the 
Supreme Court’s other evidence rulings, are crucial to that line-drawing. But all 
rules need to be performed in order to have effect, and such performances bring 
beliefs and resources into play that the rulemakers did not necessarily imagine. 
Those background resources, as much as the formal rules themselves, give to any 
legal system its organic specifi city. 

 In “Expert games in silicone gel breast implant litigation” ( Chapter 11 ), I traced 
the interaction of rule and practice to show how the law constructed expertise in a 
specifi c post- Daubert  context. Catalyzing the reform debate on law-science interac-
tions in the mid-1990s were thousands of lawsuits against manufacturers by women 
who had undergone silicone gel breast implant surgery. At its peak, the litigation 
involved some 400,000 plaintiffs claiming to be suffering a host of disorders, from 
infl ammation and painful hardening of breast tissue to “atypical” immunological 
dysfunctions caused by silicone seeping into their bodies from leaky implants. 
Their complaints spurred numerous epidemiological studies whose results by and 
large failed to support the claims of immune system damage. For many critics, the 
pro-plaintiff judgments in some of these lawsuits became paradigm examples of the 
legal system’s tolerance for bad science (Angell 1996). 

 Much could be said about the co-evolution of multidistrict litigation, the science 
of silicone gel in women’s bodies, and standards of acceptable evidence in this 
protracted confl ict. In this article, I called attention to two aspects of that dynamic. 
First, shifting attention away from gatekeeping judges, I picked apart the strate-
gies by which attorneys for the parties sought to enhance the credibility of their 
expert witnesses using the new rhetorical resources offered by  Daubert . Second, I 
analogized that maneuvering to moves on a game board in which the objectivity 
of proffered testimony can be established along two tactically separable axes: 
either by embedding the expert witness within an authorizing community of 
fellow practitioners, acting in accordance with approved professional standards; 
or by representing the expert witness as a credible spokesperson for impersonal, 
hence mechanically objective, authority, such as accepted scientifi c theories, tests, 
or instruments. Incidentally to my main point in that article, but contradicting any 
overly neat periodicity (Daston and Galison 2007), the “game board” metaphor 
points to the coexistence of multiple strategies of producing objectivity in legal 
and political practices at any given historical moment. 

 Courtroom reasoning is a performance not only by specifi c actors (lawyers and 
expert witnesses) but for a specifi c kind of audience, composed of moral adjudica-
tors (judges and juries) who themselves are witnesses to the effi cacy of the perform-
ance. Perhaps most especially in criminal trials, these adjudicators must be made to 
feel as if they are seeing the alleged wrongdoing at fi rst hand. “The eye of 
everyman” (this volume,  Chapter 12 ), based on a close reading of transcripts from 



18  Science and Public Reason

the notorious 1995 murder trial of the football star O.J. Simpson, calls attention to 
the central role of vision, especially judicial vision, in constructing moral authority 
in the courtroom. At one point in the Simpson trial, the prosecution asked the 
presiding judge, Lance Ito, to admit expert testimony on the reliability of video 
clips made at the crime scene. In denying this request, Ito displayed how tacit 
assumptions about the boundary between expert and lay understandings can deter-
mine the formal outcome of an admissibility decision. Video testimony, Ito ruled, 
does not need further explication by experts. This is something that untrained and 
unaided eyes can grasp and interpret well enough. The judge’s own eyes provided 
the test: since Ito was able to make sense of the video, so should the “everyman” 
of the article’s title. On another motion, however, Ito refused to let the defense 
retest the crime scene blood samples (in other words, to witness truth for them-
selves). He ruled that the results obtained by Cellmark, a private testing company 
using standard protocols, should satisfy both parties’ needs. Here he came down on 
the side of expert vision, concluding that professional eyes are allowed to witness 
certain kinds of evidence without need for further cross-checking. Such contingent, 
issue-specifi c decisions within the same trial underscore the continuing centrality 
of the lay perspective, only that of judge rather than jury, in settling what counts as 
expertise, and who is held to possess it, in the post- Daubert  courtroom. 

 The fi nal essay in this volume stretches the canvas of legality to the broadest 
questions of legal authority and democratic governance, showing how concurrent 
changes in science and technology and in our basic moral intuitions produce 
unstated norms that are profoundly constitutive of ordered societies. As the title 
indicates, “In a constitutional moment: science and social order at the Millen-
nium” was written in a time of historical transition when questions about the pros-
pects for human solidarity seemed wide open for reconsideration. Globalization 
had eroded boundaries and brought once distant societies together, forcing 
renewed examination of concepts such as sovereignty and nationalism; and the 
September 11, 2001 terrorist attacks on the United States had not yet happened. In 
this article, I argued that constructivist approaches to exploring the nature of facts 
and objects within STS must be extended to include at one and the same time the 
normative envelopes—the emerging global constitutional orders—within which 
such things achieve recognition and are integrated into the social fabric. I called 
this move “constructive constitutionalism” and sketched how its analytic frontiers 
can be charted along three dimensions: debates about self and identity, impor-
tantly related to changes in the life and earth sciences; discourses of consumerism 
as they intersect with notions of citizenship, especially around innovation and 
emerging technologies; and tensions between democratic government and the rise 
of supranational expert authorities claiming new varieties of imperial knowledge.  

  Conclusion 
 Reason is achieved, not attained. That is the quickest way to sum up a body of 
work representing decades of research on a wide variety of issues arising in dispa-
rate institutional contexts within national legal and policy frameworks from three 
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continents. That terse summation, however, provides the basis for several conclu-
sions that cut against the grain of conventional wisdom about the nature of public 
reason, democracy, and modernity itself. 

 First, this volume shows that reason, as enacted in the practices, discourses and 
institutions of diverse political cultures, is not a universal category, and the achieve-
ment of reason is not—and cannot be—simply a matter of applying impersonal 
logic and principled argument to facts that decision makers everywhere could and 
should hold in common. Rather, the forms and techniques of public reasoning in 
any society run along culturally particular discursive tracks, laid down on histori-
cally contingent institutional foundations, and lubricated by repeated articulations 
for audiences attuned to specifi c modes of demonstration and argument. To satisfy 
democracy’s evolving demands, reason requires continual reperformance condi-
tioned by locally particular civic epistemologies—which themselves evolve in the 
course of history. The analogy to scripts and acting is apposite, except that players 
in national dramas of public reason are seldom as self-conscious about their role-
playing as are actors performing on stage or screen. Part of the explanation for this 
dearth of self-understanding, I argue, is that specialized policy discourses, often 
drawing their power from the epistemic authority of science, corral the policy-
maker’s reasoned arguments away from alternative logics and sensibilities 
(different songlines), thereby rendering refl ection more diffi cult. 

 Second, public reason is not only an epistemic but also a normative achievement. 
This follows from the theoretical framework of co-production, but the studies in this 
volume move beyond mere assertion that co-production happens to illustrate in fi ne 
empirical detail just how the commingling of  is  and  ought  takes place. Whenever 
and wherever reason underwrites and justifi es power, it takes its color from cultur-
ally grounded understandings of how power ought to be rendered accountable. It is 
impossible to keep apart judgments of how to know the world in order to govern it 
from concomitant judgments about how best to govern the world as we know it. 
Thus, how a democratic society accommodates itself to rule by experts—whether 
by insisting on individual virtue or by demanding formal technical credentials, for 
instance—infl uences the composition of advisory committees, the form and 
frequency of knowledge controversies, and the means chosen to effect closure. In 
the process of undertaking rational analysis and action, political actors play out 
deeper imaginaries of what it means to behave rationally in public space. 

 Third, public reason is as much an achievement of law as it is of scientifi c and 
technical expertise. Reason, as a democratic norm, could not be attained without 
constant appeals to the law, which not only prescribes applicable procedural rules 
but also defi nes how knowledge should be collected, imparted, and debated for 
purposes of gaining public assent. The law, as discussed in many of the following 
selections, encodes dominant cultural understandings of the state’s obligation to 
explain itself to citizens, as well as tacit views of what citizens are capable of 
knowing and learning. In this respect the law is a repository of beliefs about 
human nature that have been tested through experience, though not necessarily by 
science. These beliefs, in turn, reaffi rm the civic epistemologies that characterize 
political cultures and give them their originality and distinction. 
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 Fourth, making sense of public reason as a social and cultural achievement 
dissolves the boundaries between micro and macro, by showing that the grand 
abstractions of reason, such as expertise and objectivity, are constructed and recon-
structed through small, mundane actions and inactions. Culturally distinctive styles 
of reasoning are reinforced in the micro-practices of powerful institutions, as when 
an advisory committee defi nes who is a peer for purposes of peer review, a judge 
decides where to draw the line between common sense and expert witnessing, or 
citizens ask for demonstrations of competence from government offi cials in order 
to restore public confi dence. At such moments the legitimacy of the greatest insti-
tutional actors, including nation states and supranational agencies, is temporarily 
called into question. Challenges to reason serve, in effect, as moments in which the 
ideal of rational choice for the good of society must be asserted and performed yet 
again. Through repeated episodes of public reasoning, policy institutions affi rm 
their right to exist, to be taken seriously, and to govern for the people. 

 These arguments offer a counterpoint to analyses of reason grounded exclu-
sively in theory and principle. The thick descriptions of political culture provided 
in these essays undercut any simplistic or universal defi nitions of reason, rational 
action or modernity, displaying instead a series of intricate political struggles in 
which democratic aspirations are the only constants: aspirations to know and to 
learn, to govern wisely, to deliver universal justice, and to make sure that experts 
remain accountable to the people whose futures their reasoning helps shape. But 
in showing that reason is achieved through historically contingent social prac-
tices, and therefore never to be taken for granted, this volume also serves a norma-
tive function, that of enabling critique, revealing alternatives, and liberating the 
democratic imagination to soar above the constraints of the immediately possible. 
It feels right, then, to close this introduction with a comment from a friend who 
understood this broader point and provided much-needed encouragement for 
pulling together this collection:

  Moreover your work enables audiences to understand why the way forward 
with science and citizenship is one potentially full of opportunity, yet not 
self-evident—and it is self-evidence and inevitability that in a sense most 
need to be challenged to encourage civic participation.     
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                 2 Product, process, or programme 
 Three cultures and the regulation 
of biotechnology  *     

   Introduction 
 The development of a multinational regulatory framework for biotechnology 
during the past twenty years provides an unparalleled opportunity to study the 
processes by which technological advances overcome public resistance and are 
incorporated into a receptive social context. Through the vehicle of regulation, 
states provide assurance that the risks of new technologies can be contained within 
manageable bounds. Procedures are devised to limit uncertainty, channel the fl ow 
of future public resistance, and defi ne the permissible modalities of dissent. Regu-
lation, in these respects, becomes integral to the shaping of technology. A regu-
lated technology encompasses more than simply the ‘knowledge of how to fulfi ll 
certain human purposes in a specifi able and reproducible way.’  1   Regulation trans-
mutes such instrumental knowledge into a cultural resource; it is a kind of social 
contract that specifi es the terms under which state and society agree to accept the 
costs, risks and benefi ts of a given technological enterprise. 

 The passage of biotechnology from moratorium  2   to market in just twenty years 
exemplifi es this process of social accommodation. During this period, biotech-
nology moved from a research programme that aroused misgivings even among its 
most ardent advocates to a fl ourishing industry promising revolutionary benefi ts in 
return for negligible and easily controlled risks. The transformation occurred almost 
simultaneously and with remarkable speed throughout Europe and North America. 
To facilitate the commercialization of biotechnology, the United States, and the 
European Community and several of its member states, adopted laws and regula-
tions to control not only laboratory research with genetically engineered organisms 
but also their purposeful release into the environment.  3   Risks that once were consid-
ered speculative and wholly unmanageable  4   came to be regarded as amenable to 
rational assessment in accordance with sound scientifi c principles. Apocalyptic 
visions and the rhetoric of science fi ction yielded to the weightier discourse of 
expert advice and bureaucratic practice. The research community coalesced to 
persuade the public that the risks of biotechnology could be assessed in a reasonable 
way and that earlier fears of ecological disaster were mostly unfounded. 

 These changes in the status of biotechnology were all the more noteworthy 
because, as of the early 1990s, the risks of genetic manipulation remained largely 
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hypothetical. Scientists and industrialists confi dently proclaimed that no serious 
harm would befall ecosystems or human health if our daily bread were baked with 
genetically engineered, quick-rising yeast, if economically signifi cant crop plants 
were fi tted out with herbicide resistance genes, or if fruit farmers sprayed their 
orchards with gene-deleted bacteria designed to prevent frost formation. Unlike 
toxic chemicals, however, the products of the new biotechnology have not been 
around long enough to display their whole range of benefi cial and adverse effects. 
Despite repeated allusions to Bhopal and Chernobyl by opponents of biotech-
nology, there is no reservoir of precedents into which one can readily dip 
for historical parallels to the production and use of laboratory-crafted living 
organisms – products not of nature but of human invention. 

 Nonetheless, as regulators in different countries approve new uses of biotech-
nology and reassure their publics that the risks are manageable, they are obliged 
to place believable outer limits on the technology’s potentially harmful impacts. 
An important question for students of technology to ask is whether the resulting 
accounts of risk have diverged cross-nationally, conditioned by varying socio-
political infl uences, as predicted by the social studies of science and as previously 
documented in studies of environmental regulation and risk management.  5   Were 
there observable differences in national regulatory responses to biotechnology 
and, if so, could they be traced to differences in national traditions of legal and 
administrative decision making? How, in turn, did the process of constructing the 
risks of biotechnology for regulatory purposes affect the opportunities for public 
participation and protest? 

 This chapter is based on a focused comparison of the way governmental author-
ities in Britain, Germany, and the United States conceptualized biotechnology as 
a regulatory problem in the specifi c context of releasing genetically modifi ed 
organisms (GMOs) into the environment. Looking primarily at events in the 
decade from 1980 to 1990, I describe how public resistance and state response 
initially led to quite different understandings about risk in each national context, 
and hence to divergent characterizations of biotechnology as a policy issue. In all 
three countries, however, the dominant conception enabled regulators to devise 
strategies for managing uncertainty and neutralizing the most common forms of 
organized opposition. Although their techniques varied – legislation, bureaucratic 
reorganization and expert advice were differentially employed – regulators in 
each nation succeeded in rearranging a potentially limitless expanse of scientifi c 
unknowns into familiar paradigms of assessment and control. I conclude with 
some observations about what this analysis implies for mobilization against risk 
in advanced industrial societies.  

  Paradigms of control 
 In order to approve the deliberate environmental release of GMOs, regulators in 
the United States, Britain and Germany had to persuade their respective political 
constituencies that the risks of biotechnology, although novel, lay suffi ciently 
close to their prior experience of technological risks to permit effective public 
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control. Although the ultimate goal was the same everywhere, the strategy of 
public reassurance adopted in the three countries varied, especially in the willing-
ness to admit that biotechnology poses novel or special risks to human well-being. 
‘Specialness’ as it relates to the adverse impacts of biotechnology had been under-
stood on at least three different levels since the 1970s. First, opponents of the 
technology argued that human intervention through genetic engineering would 
produce  physical risks  to health and the environment that were different in kind 
and magnitude from risks created by ‘natural’ processes of genetic combination 
and recombination. Secondly, some observers were persuaded that the widespread 
application of biotechnology in agriculture would create a variety of  social risks , 
ranging from the commodifi cation of nature to the elimination of family farms 
in the West and to severe economic dislocations in developing countries. Thirdly, 
the esoteric technical content of biotechnology was considered likely to increase 
the distance between expert decision makers and the lay public, thereby exacer-
bating the  political risk  – increasingly troubling in modern industrial societies – of 
excluding citizens from meaningful control over technologies that could trans-
form their lives. As we shall see below, these three dimensions of risk, each 
entailing its own discourses of protest and legitimation, were emphasized to 
different degrees in the regulatory politics of the United States, Britain and 
Germany.  

  United States – a product-based approach 
 The fi rst applications for conducting deliberate release experiments caught regula-
tory agencies in the United States without appropriate institutional mechanisms in 
place for conducting persuasive safety evaluations. The only supervisory body 
that researchers could turn to at the outset was the National Institutes of Health 
(NIH), which had been regulating laboratory experiments involving recombinant 
DNA (rDNA) molecules since the mid-1970s. Pursuant to guidelines fi rst adopted 
in 1976 and substantially relaxed in 1978, all federally funded rDNA experiments 
had to be approved by NIH’s Recombinant DNA Advisory Committee (RAC). 
Governmental control, in other words, was tied to the sponsorship of research, a 
scheme that proved increasingly vulnerable as biotechnology headed out of the 
laboratory toward commercial application. 

 The insuffi ciency of the NIH review process was dramatically exposed when 
two University of California scientists, Steven Lindow and Nickolas Panopoulos, 
sought permission to carry out a fi eld test using the ‘Ice-Minus’ bacterium, a 
member of the  Pseudomonas  family that had been genetically engineered to 
increase the frost resistance of plants. The scientists advising the NIH reviewed the 
application, requested some modifi cations, and decided unanimously on the second 
round of review that the experiment was safe. Their conclusion, however, was set 
aside by a federal court of appeals, which blocked the experiment on the ground 
that NIH had not carried out a proper environmental impact assessment, as required 
by the US National Environmental Policy Act (NEPA). In  Foundation on Economic 
Trends v. Heckler ,  6   the court especially deplored NIH’s failure to explain why a 
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type of experiment that had been considered too risky to undertake under the 1976 
guidelines could now be permitted to go forward with so little explicit considera-
tion of its risks. The scientifi c community predictably saw this call for greater 
public accountability as an insupportable intrusion into safety evaluation by a 
‘technically illiterate’ judiciary. All the same,  Heckler  threw into relief the fact that 
NIH’s research-funding mission did not sit well with creating an appropriate insti-
tutional forum for airing lay concerns about the risks of commercial biotechnology. 

 The Ice-Minus episode among others forced the US government to regularize 
its procedures for controlling the commercial applications of biotechnology. In 
1986 the president’s Offi ce of Science and Technology Policy (OSTP) published 
a  Coordinated Framework for the Regulation of Biotechnology , identifying the 
responsibilities of the three agencies with most extensive jurisdiction over the 
new technology – the Environmental Protection Agency (EPA), the Food and 
Drug Administration (FDA), and the US Department of Agriculture (USDA). A 
Biotechnology Science Coordinating Committee (BSCC) was established to 
develop a common inter-agency approach to issues governed by the Coordinated 
Framework. In addition, each of the lead regulatory agencies developed new insti-
tutional capabilities for dealing with biotechnology. For example, EPA estab-
lished a Biotechnology Science Advisory Committee (BSAC) to give advice on 
the scientifi c aspects of regulation. 

 These institutional arrangements refl ected in the fi rst instance a consensus 
across the US government that the authority contained in existing laws, aimed 
largely at controlling physical risks, was suffi cient to regulate any novel problems 
associated with biotechnology. OSTP and the agencies participating in the 
Coordinated Framework persuaded Congress that regulations issued under the old 
laws would adequately clarify concepts and eliminate possible jurisdictional over-
laps. This approach was consistent with the views of many scientists in research 
and industry that the risks of biotechnology were not in any sense special or 
unique, and that biotechnological products – pesticides, drugs, foods, and food 
additives – should not be treated any differently from similar products created by 
traditional biological or chemical processes. 

 While denying the need for new legal authority, the Coordinated Framework 
happily accepted the institutionalization of new scientifi c authority. The creation 
of an expert advisory committee, BSAC, at the individual agency level and a coor-
dinating committee, BSCC, at the inter-agency level indicated that federal regula-
tors viewed the task ahead primarily in scientifi c terms and were prepared to 
strengthen their institutional capabilities accordingly. OSTP’s central role in 
developing the Coordinated Framework reinforced the view that regulating 
biotechnology was not a matter for broad participatory politics but for expert 
policy making at the highest levels of the executive branch. The object at every 
turn seemed to be to demonstrate that the mainstream forces of science – not activ-
ists like Jeremy Rifkin nor the assorted nay-sayers of the environmental movement 
– were in the driver’s seat with respect to managing the emergent technology. 

 An infl uential report published by the National Research Council (NRC) in 
1989 lent support to the US government’s evolving position that commercial 
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biotechnology should not be regarded as a specially risky enterprise in relation to 
human health and the environment.  7   On each of three issues where splits had 
developed among federal regulatory agencies,  8   the NRC report sided with the 
agencies that took the more benign view of biotechnology’s hazards. Specifi cally, 
the NRC report concluded that

  (i) the  product  of genetic modifi cation and selection constitutes the primary 
basis for decisions . . . and not the  process  by which the product was obtained; 
(ii) although knowledge about the process used to produce a genetically 
modifi ed organism is important . . . the nature of the process is not useful for 
determining the amount of oversight; and (iii) organisms modifi ed by modern 
molecular and cellular methods are governed by the same physical and 
biological laws as are organisms produced by classical methods.  9     

 The message was obvious: mere use of biotechnological techniques did not make 
a harmless product dangerous; nor, conversely, were organisms produced by 
‘classical methods’ safe simply because they were not genetically engineered. 
The report as a whole helped crystallize the conclusion that, for policy purposes, 
biotechnology was to be regarded as a supplier of familiar classes of products – 
not as a novel technological process threatening mysterious and incalculable harm 
to social well-being. 

 Elaborating on the theme of ‘no special hazards’, the NRC report on the whole 
belittled the possibility that GMOs would introduce uncontrollable risks into the 
environment. With respect to genetically modifi ed plants, for example, the NRC 
committee concluded, fi rst, that the potential for enhanced weediness was the 
most signifi cant environmental threat. The committee then determined that this 
risk was likely to be low for a variety of reasons – for example, that the analogy 
between genetically modifi ed crop plants and ‘exotics’ was ‘tenuous’ and that 
‘genetically modifi ed crops are not known to have become weedy through the 
addition of traits such as herbicide and pest resistance.’  10   

 As the last sentence suggests, the committee’s emphasis throughout the report 
was on what was already known about genetic engineering and environmental 
release rather than what still remained unknown. For example, the report took 
pains to point out that molecular methods, whether used on plants or microorgan-
isms, are highly precise and lead to modifi cations that can be fully characterized 
and understood.  11   This precision, the committee felt, provided suffi cient safe-
guards against unpredictable behaviour by the resulting organisms. Assessing the 
social or political risks of biotechnology would have been out of place in a report 
that self-consciously disciplined uncertainty through technical language; indeed, 
no explicit discussion of social or political issues contaminated the apparent 
specifi city of NRC’s scientifi c analysis. 

 Debates concerning the ‘scope’ of regulation gave further evidence of US 
policymakers’ reluctance to treat the risks of biotechnology as different in kind 
from those of more traditional biological manipulation. The 1986 Coordinated 
Framework, for instance, proposed two defi nitions for organisms requiring 
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review: intergeneric organisms (that is, organisms formed by combining genetic 
material from sources in different genera), and pathogens.  12   During public 
comment, these proposals were severely criticized on the ground that they focused 
– inappropriately in the view of many scientists – on the process by which an 
organism was produced rather than on the probable riskiness of the product. 

 Arguments about the scope of regulation continued to divide offi cial opinion for 
several years, with EPA’s staff and scientists favouring a different approach from 
that of FDA and USDA. In 1990, EPA’s biotechnology advisory committee 
proposed a quite inclusive and process-based defi nition of scope (‘organisms delib-
erately modifi ed by the introduction into or manipulation of genetic materials in 
their genomes’), from which it proposed to exclude all organisms that did not raise 
new risk assessment issues. The BSAC felt that this approach was broad enough to 
address potential risks, yet fl exible enough to cover future developments in biotech-
nology. Critics complained, however, that EPA’s formulation still displayed an 
excessive tilt toward process over product as the framing concept for regulation 
and that this stance contravened the recommendations of the NRC report.  13   

 The existence of the NRC report allowed EPA’s critics to legitimate their attacks 
on EPA’s scope proposal through an appeal to scientifi c consensus. But ‘science’, 
as socially constructed in US regulatory debates, is often a double-edged sword, and 
it served as the discourse of choice for EPA’s supporters as well. In particular, 
BSCC, the expert inter-agency coordinating committee that many saw as hostile to 
EPA, was itself attacked for straying beyond its charter, holding closed meetings, 
and impeding EPA’s scientifi c inquiry. At the committee’s December 1989 meeting, 
Margaret Mellon of the National Wildlife Federation expressed scepticism based 
on ‘the composition of the BSCC – all high-level administrators, not scientists’.  14   
Others accused the committee of unlawfully and heavy-handedly appropriating the 
review functions of the Offi ce of Management and Budget (OMB), whose own 
intervention into issues of regulatory science had become a matter of considerable 
notoriety during the Reagan administration. By late 1990, these challenges led 
OSTP to rename the BSCC as the Biotechnology Research Subcommittee of the 
Committee on Life Sciences and to scale down its involvement in policy making.  15   

 Confusion in regulatory circles, and associated boundary disputes over exper-
tise and authority, rekindled interest in a legislative solution to managing biotech-
nology, but political pressure was insuffi cient to overcome a settled congressional 
reluctance to do anything that might endanger the US industry’s competitive posi-
tion. Instead, actions by the FDA and the White House, acting through OSTP, 
consolidated the policy position that only the characteristics of specifi c products 
were legitimate objects of regulatory assessment. Labelling theirs a ‘risk-based’ 
or a ‘science-based’ strategy of safety evaluation, these agencies continued to 
harp on the theme that any negative consequences of biotechnology could be 
adequately controlled product by product, without creating barriers against ‘useful 
innovation’.  16   

 The courts, which in the American political context might have provided 
an independent spur to a broader public debate on biotechnology, proved unusu-
ally quiescent throughout the period of policy development. In  Diamond v. 
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Chakrabarty ,  17   the US Supreme Court held by a narrow fi ve-to-four majority that 
biologically modifi ed microorganisms could be patented under an existing law 
whose operational language had been drafted 200 years before the advent of 
biotechnology. The decision on its face dealt with a narrowly legal question: 
whether living things constituted patentable subject matter under the Patent Act. 
Researchers and industry, however, found more grounds for rejoicing in the deci-
sion’s subtext, for by relying on existing law the Court implicitly rejected the argu-
ment that the risks of biotechnology were so novel as to require special legislative 
attention. Even the  Heckler  decision, which some had taken to be a sign of awak-
ening judicial activism in matters of biotechnology regulation, refused to require a 
programmatic evaluation of all deliberate releases, and it proved in any event to be 
an anomaly rather than a trend-setter with respect to later judicial decisions. Most 
subsequent challenges to proposals for environmental release from groups like 
Jeremy Rifkin’s were curtly dismissed for lack of standing to sue.  

  Britain – biotechnology as process 
 Events in Britain suggested that the government was prepared to take a somewhat 
more expansive view of biotechnology’s risks than were federal policy makers in 
the United States. Since 1978, laboratory work involving ‘genetic manipulation’ 
had been controlled through regulations issued under the Health and Safety at 
Work Act of 1974. Applications to conduct such activities had to be approved by 
the Genetic Manipulation Advisory Group (GMAG), replaced in 1984 by the 
Advisory Committee on Genetic Manipulation (ACGM)  18   to the Health and Safety 
Commission (HSC), Britain’s lead agency for worker protection. Biotechnological 
work with environmental implications was further reviewed by the Department of 
the Environment, which obtained expert advice from its own interim Advisory 
Committee on Introductions. By the late 1980s, however, it became clear to British 
authorities that many biotechnological activities, including large-scale industrial 
production and deliberate releases into the environment, could not properly be 
controlled through the existing regulatory structure for occupational safety.  19   

 Developments within the European Community provided additional impetus 
for Britain’s decision to enact more formal statutory controls. In April 1990, the 
Community adopted two directives relating to biotechnology: one on contained 
experiments and one on deliberate release of GMOs. Recognizing the need for 
new legal authority to implement the latter directive, the British government intro-
duced into the Environmental Protection Act of 1990 (the so-called Green Bill) a 
new Part VI governing GMOs. Meanwhile, environmental and health and safety 
authorities decided to replace their existing expert committees with a single new 
committee to review applications for releasing GMOs into the environment. The 
resulting interdepartmental Advisory Committee on Releases to the Environment 
(ACRE) held its fi rst meetings in July 1990. 

 Debate on the Green Bill provided a focal point for environmentalists to demand 
more public participation in decisions about GMOs, and the government responded 
by agreeing to include an environmental representative on its new advisory 
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committee on environmental release. The fi rst person selected for this position was 
Julie Hill, a member of the Green Alliance, an environmental lobbying group spun 
off from the Liberal Party that had been particularly active in commenting on the 
Green Bill. Within Britain’s normally closed and consensual policy culture, Hill’s 
appointment marked at once a blow to tradition and a concession to long-standing 
regulatory practice. Asking an environmentalist to sit on ACRE affi rmed the state’s 
acceptance of the lay public’s interest in biotechnology as signifi cant enough to be 
represented in future negotiations over safety, but after the appointment, as before, 
the power to make decisions remained closely held within an expert advisory body. 

 Broadening the range of participation on ACRE appeared on the surface to be 
more responsive to the special social and political risks of biotechnology than 
comparable actions of the US government. It was almost as radical a move in the 
British context, according to one observer, as inviting Jeremy Rifkin to give 
advice on biotechnology might have been in America. Sceptics note, however, 
that the new committee was formed under the aegis of the HSC, the most partici-
patory of Britain’s regulatory agencies; under the Health and Safety at Work Act, 
HSC and its various operating committees are required to be constituted as ‘tripar-
tite’ bodies, representing industry, labour, and local governments. Given this 
tradition of participation, it was perhaps easier for ACRE to accommodate a new 
interest (environmentalism) than it would have been for less broad-gauged scien-
tifi c committees, such as those attached to the Ministry of Agriculture, Fisheries 
and Food.  20   Further, the move came at a time when the conservative government 
was seeking to expand its ties among moderate environmentalists. For British 
government and industry, the Green Alliance may well have represented environ-
mentalism with a human face – a voice of reasoned dissent that could be internal-
ized without seriously jeopardizing the evolution of technology. In constructing 
an appropriate advisory committee on deliberate releases, then, the government 
simultaneously constructed an offi cial form of green participation that regulatory 
authorities were prepared to live with. 

 In Britain as in the United States, a well-timed report by a prestigious expert 
body helped reinforce the government’s efforts to sort out its legal and institutional 
arrangements for dealing with biotechnology. The Royal Commission on Environ-
mental Pollution (RCEP), a standing body charged with advising the government 
on environmental matters, decided that the time was ripe for a thorough evaluation 
of deliberate release, looking both at the possible consequences of releasing GMOs 
and at procedures for identifying, assessing and mitigating their risks.  21   

 Issued in 1989, like its US counterpart, the Royal Commission’s report was 
both more expansive in its treatment of impacts and more open in admitting uncer-
tainty than the corresponding US document. Thus, instead of dwelling on benign 
past experiences and the precision of molecular techniques, the British experts 
emphasized how much was still unknown – and hence how little could be predicted 
with assurance about the likely behaviour of GMOs in the environment. With 
respect to genetically modifi ed plants, for example, the RCEP report considered 
a broader range of possible risks than the NRC and seemed unwilling to dismiss 
any of these risk scenarios as wholly improbable. Thus, the RCEP felt that the 
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historical experience with exotics could be highly relevant if a GMO were released 
into an environment where it was not native.  22   With respect to herbicide resistance, 
the Commission considered not only the possibility that the resistant gene might 
spread to weedy species, but also that the genetic engineering of plants resistant to 
herbicides could lead to greater use of environmentally damaging herbicides.  23   

 The RCEP’s stance, acknowledging the unpredictability of nature, was echoed 
in offi cial British policy. In its guidance note on environmental release,  24   the 
ACGM subcommittee on releases spoke of possible differences between natural 
evolutionary processes and results obtained through genetic manipulation, noting 
for example that the release of a novel organism could involve the introduction of 
larger numbers than in the case of natural mutations. In sum, the subcommittee 
concluded as late as January 1990 that ‘the deliberate release of novel types 
to foreign habitats could occasionally disturb the natural equilibrium of those 
habitats’.  25   

 British authorities seemed to accept without question the Royal Commission’s 
recommendation that all GMO releases, to start with, should be subject to regula-
tory scrutiny. Put differently, this amounted to accepting the principle (denied in 
America) that the process of genetic modifi cation was an appropriate basis for 
defi ning the scope of policy action. Offi cials at both DoE and HSE acknowledged 
that risk categories might eventually be established that would either exempt 
some products from evaluation or subject them to reduced oversight.  26   But they 
indicated that any such relaxation would have to be based on actual experience, 
that is, on empirically observed data from earlier releases. These views were 
seconded by Dr John Beringer, the fi rst chairman of ACRE, who thought that all 
GMOs should in principle be subject to review, although it might eventually be 
possible to move to a two-tier system of clearances for new GMOs – a ‘fast track’ 
for relatively familiar organisms and a slower track for all others.  27   

 Having agreed to a case-by-case approach, British regulators were most 
concerned to ensure that the approval process would fl ow as smoothly as possible 
from the standpoint of the applicant. The creation of a single ‘postbox’  28   in the 
form of ACRE bypassed the possibility of inter-agency differences of the kind 
that arose in America. This committee was to review all applications for release 
regardless of whether the product was a food, drug, pesticide or crop plant. More-
over, the risk assessment guidelines and notifi cation procedures adopted by the 
ACGM subcommittee on deliberate release, ACRE’s predecessor, were to serve 
as the blueprint for new interdepartmental regulations.  29   In particular, the guid-
ance note outlined a risk assessment procedure, spelling out what information 
applicants should provide on an interdepartmental form to facilitate unifi ed 
submissions. The instructions accompanying the form were symptomatic of the 
extent to which deliberate release in Britain had been redefi ned from an exercise 
in assessing uncertainty to a matter of following bureaucratic routine: ‘Continua-
tion sheets should be used wherever necessary. These should be in A4 format and 
clearly marked with the number of the item to which they relate.’  30   

 Additional steps toward normalizing the regulatory treatment of biotechnology 
were taken with the publication of the Royal Commission’s report on ‘GENHAZ’, 
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a systematic approach to evaluating proposals for environmental releases of 
GMOs.  31   The Commission acknowledged that each release was likely to be 
unique, and hence that blanket exemptions were not warranted for any products of 
genetic modifi cation. Nevertheless, the risk assessment procedure the Commis-
sion outlined provided reassurance on at least two levels. First, the proposed 
analytic approach was based on a method already in use in the chemical industry, 
a fact that tended to make biotechnology look more like another, less novel form 
of hazardous activity. Secondly, the procedure assumed that an experienced, 
interdisciplinary team of experts would be able to imagine the possible hazards of 
release, and hence to guard against potentially unacceptable consequences. This 
presumption essentially negated the possibility of signifi cant hazards lying beyond 
the imaginative reach of the trained scientifi c mind.  32    

  Germany – a programmatic view 
 The three major dimensions of biotechnology’s risks – physical, social, and 
political – were perhaps most fully deconstructed, or thematized, in the German 
case, although public debate was slower to take shape in Germany than in Britain 
or the United States. The regulatory history of genetic engineering in Germany 
began in the early 1960s with a top-down decision by the federal government to 
target biology as an area for state-supported R & D. The biotechnology programme 
received a further boost with the creation in 1972 of the Federal Ministry for 
Research and Technology (BMFT), whose central mission was to channel funding 
toward designated ‘key technologies’. Paralleling the work of NIH in the United 
States, BMFT supervised the German response to the Asilomar conference, where 
researchers fi rst expressed concern about the risks of genetic manipulation. Guide-
lines closely modelled on NIH’s were issued by a restricted,  ad hoc  committee of 
experts, including at fi rst neither labour nor industry, though these interests were 
later represented in a twelve-member implementing commission.  33   Through the 
early 1980s, the strategy of containing regulatory debate within carefully struc-
tured expert committees ensured a relatively narrow focus on the physical risks of 
rDNA research and correspondingly muted attention to the social and political 
consequences of the new technology. 

 The rise of new social movements and the waning of previously controversial 
issues such as nuclear power opened the way for a more participatory politics of 
biotechnology by the mid-1980s.  34   The Green Party was fi rst elected to the 
Bundestag in 1984 and soon created a working group on genetic technology. In 
the same year, an alliance between the Greens and the Social Democrats led to the 
formation of a parliamentary Commission of Inquiry  (Enquete-Kommission)  to 
examine the opportunities and risks associated with developments in genetic engi-
neering. As the state’s policy on biotechnology was subjected for the fi rst time to 
systematic, institutionalized criticism, two views emerged concerning the novelty 
of the problem confronting policy makers. The Greens and the Social Democrats 
argued that the risks of biotechnology were suffi ciently unsettling – uncertain, 
potentially catastrophic, perhaps irreversible – to require a new political order for 
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their management and control. Key to this new order would be a more pronounced 
voice for the public, institutionalized through new forms of public participation. 
The Christian Democrats insisted, to the contrary, that biotechnology was 
amenable to control through established forms of assessment by technically 
trained experts. 

 Green opposition to biotechnology led in due course to litigation. In an unusual 
lawsuit against Hoechst chemical company, German environmentalists in Hessen 
challenged a planned facility for the production of genetically engineered insulin 
on the ground that the state had not suffi ciently guaranteed the safety of biotech-
nology. Existing laws, they argued, could not be construed as providing an 
adequate basis for controlling risks whose unique characteristics required explicit 
legislative authorization, just as nuclear power had done a decade earlier. The 
administrative court of Hessen accepted this representation of uniqueness and, in 
a move that went beyond the actions of any US court, ordered the cessation of 
industrial biotechnological activity until a suitable legal framework was in place. 
Within a year, however, the German parliament set aside this inconvenient road-
block by passing the 1990 Genetic Engineering Law, a statute that critics 
denounced for repudiating the inroads made by participatory politics on the 
government’s insulated, bureaucratic-technocratic structures of control. 

 By combining the functions of protection ( ‘Schutz’ ) and promotion ( ‘Forderung’ ) 
within a single law, the legislature affi rmed the state’s presumed capacity to under-
take these potentially confl icting tasks without compromising the values or rights 
of its citizens, but early implementation of the law raised questions as to whether 
this optimism was justifi ed. As a partial concession to public concerns, the law 
opened up participation on the government’s key advisory committee and created 
a new public hearing process for deliberate release applications. These procedural 
innovations seemed responsive to the theme of political risk articulated during the 
controversy preceding the law’s enactment. In practice, however, the fi rst public 
hearings deteriorated into administrative wrangles and rhetorical stand-offs that 
led the government in 1993 to rescind the hard-won right to a hearing. The envi-
ronmentalists’ position on the safety evaluation committee, too, appeared likely to 
become bureaucratized, as the Greens, unable to pay for their representatives, 
considered replacing them with sympathetic government offi cials.  35    

  The political construction of risk and resistance 
 I have argued thus far that the risks of biotechnology, particularly as regards their 
novelty, were construed in fundamentally different ways within the regulatory 
frameworks of three advanced industrial nations – the United States, Britain and 
Germany. The divergences during the 1980s are most strikingly apparent if one 
looks in retrospect at the dominant characterization of biotechnology as a regula-
tory problem in each country and the impact of this problem defi nition on later 
debates about risk. See Table 2.1 for a two-dimensional, and hence necessarily 
oversimplifi ed, representation of the cross-national differences in the thematiza-
tion of risk. 
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    Table 2.1     Thematization of risk  

  Physical    Social    Political  

 US product  High  Low  Low 
 UK process  Medium  Medium  Medium 
 Germany 
 programme 

 Medium  Medium  High 

 The focus in the United States was increasingly on the  products  coming into the 
market-place and the physical risks they may pose to human health  or  the environ-
ment. In Britain, regulators appeared initially more prepared to accept the  process  
of genetic modifi cation as the frame for policy making, with concurrent attention 
to the physical and social dimensions of risk. But this acknowledgment of the 
technique’s specialness was undercut to some degree by a bureaucratized hazard 
evaluation procedure that stressed routine and internalized possible opposition 
from environmentalists. German political debate on biotechnology was unique in 
taking as its domain the entire  programmatic  relationship between technology and 
society, as mediated by the state, a position that led to a full-blown discussion of 
risks. Eventually, parliamentary action, in the form of a special law on genetic 
engineering, confi rmed that the state’s programme of promoting and regulating 
biotechnology was suffi ciently novel to require explicit legislative licence. (See 
Table 2.2 for a summary of the main forms of resistance in each country and the 
associated variations in the state’s responses to public challenge.) 

 In the remainder of this chapter, I will argue, fi rst, that these cross-national vari-
ations were consistent with previously noted features of each country’s political 
culture and regulatory style; secondly, I will suggest that the divergent forms of 
political accommodation worked out in each country were similar in result – in 
each case, the selected policy initiative blocked signifi cant avenues of public 
dissent and smoothed the way for a relatively untroubled further development of 
biotechnology. 

 The US case illustrates the well-known national preference for according 
science a central role in public decision making. US regulators have generally 
been more inclined to justify their actions with appeals to objective knowledge 
than their European counterparts. Extensive scientifi c records, mathematical 
modelling of risk and uncertainty, and detailed procedures for peer review and 
quality control, all bear witness to the US decision maker’s need to enlist the 
impartial authority of science in support of costly and controversial policy deci-
sions. Confronted with scientifi c uncertainty, American agencies are reluctant 
simply to admit ignorance and exercise subjective judgment. If an extrapolation 
must be made from limited data, it has to be according to prestated rules of deci-
sion that spell out technical methods for dealing with uncertainty.  36   More gener-
ally, science in the US frequently serves as a resource with which political 
adversaries seek to trump their opponents in the regulatory arena. Scientifi c 
disputes thus become a surrogate for unstated ethical or economic confl icts. 
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 Not surprisingly, then, every major US player with a stake in biotechnology 
policy stated publicly that decisions in this area should be based on sound science. 
Competition among these actors to justify their positions in scientifi c terms under-
scored the power of science as a legitimating rhetoric in politics. EPA, the most 
risk-averse of the US agencies (and, in the Reagan–Bush years, also the most 
politically vulnerable), created a new scientifi c advisory committee, BSAC, to 
shore up its credibility in the politics of regulation. When the White House tried 
to seize control of biotechnology policy, it created the BSCC, ostensibly to provide 
 scientifi c  coordination across the government, but in practice to serve as a coun-
terweight to possibly recalcitrant regulatory agencies. BSCC, in turn, relied on 
the National Research Council for a still more authoritative exposition of the 
scientifi c principles that should govern the regulation of biotechnology. In 
due course, the NRC report provided scientifi c ammunition for OSTP scientists, 
Vice-President Dan Quayle’s Competitiveness Council, and others who wished to 
challenge EPA’s cautious regulatory approach. 

 Scientifi c pluralism, the result of scientifi c claims being produced by parties with 
competing claims to authority, is inevitably a feature of American regulatory poli-
tics, showing that the effort to tame uncertainty through technical discourse does 
not necessarily resolve confl icts. The multiplicity of agencies (EPA, FDA, USDA, 
NIH) and committees (BSCC, BSAC, NRC study committee) with an active interest 
in biotechnology virtually guaranteed that multiple technical accounts of risk would 
proliferate in the public domain once decision making was narrowed to questions of 
physical risk and safety. The protracted battle over the scope of regulation was but 
one example of the fracture lines that arise when American political actors draw 
upon ‘scientifi c principles’ to justify their agendas with respect to risk. 

 The British style of policy making, in contrast to the American, tends to be 
informal, cooperative, and closed to all but a select inner circle of participants. 
Disputes are resolved as far as possible through negotiation within this socially 
bounded space, and the power of the judiciary is seldom invoked even for enforce-
ment purposes. These differences have had an impact on the production and use 
of regulatory science (science used as a basis for policy),  37   which tends in Britain 
to be less diverse and less admitting of uncertainty than in the United States 
(Wynne and Mayer, 1993). Early attempts to manage the deliberate release of 
GMOs, however, showed British scientists and regulators as apparently more 
receptive than their US counterparts to admitting the special status of biotech-
nology and to recognizing a broad range of possible hazards, from the ecological 
to the social and (to a lesser degree) political. 

 This fi nding seems inconsistent at fi rst blush with observations previously made 
in the area of chemical regulation, where British experts consistently represented 
the risks as less severe than their counterparts in the United States. While 
American regulators often banned substances based on animal evidence alone, 
British health and safety authorities refrained from aggressive action except in 
cases where there was observable harm to human health. At a deeper level, 
however, Britain’s seemingly higher tolerance for chemical risks and lower toler-
ance for biotechnological risks can be traced to similar underlying views about 
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what constitutes acceptable evidence for political action. The British policy 
maker’s classic preference for empirical proofs, attested to by credible communi-
ties of experts, explains why so few of the risks of biotechnology were initially 
ruled out as improbable, just as it explains why chemicals were so often exonerated 
when they only damaged the health of test animals but showed no effect on humans. 
British caution over biotechnology proceeded from the fact that no one had yet had 
the opportunity to  see  how gene-altered organisms might behave in the environ-
ment, removed from the physical containment of laboratories. In the absence of 
direct evidence, it was easy for all sides to agree that experience alone could guide 
the making of regulations, including the establishment of risk criteria and classes 
of exemptions. Biotechnology thus classically lent itself to the case-by-case regu-
latory style favoured by policy makers in Britain; it was a style well suited in this 
instance to permitting incremental adjustments to the new technology. 

 Britain’s sensitivity to the need for broader political representation in biotech-
nology policy was also consistent with that country’s established practices for 
managing risks to health and safety. The framework of tripartite decision making 
in the fi eld of worker protection was easily adapted to include a representative of 
the environmental community. Giving the ‘greens’ a formal role in ACRE at least 
temporarily neutralized the threat of public discontent. At the same time the move, 
which left the state in charge of choosing its environmental partner, seemed 
unlikely to upset the science–government–industry consensus that normally drives 
policy in Britain. Many observers of the British regulatory scene saw the expan-
sion of ACRE as yet another instance of successful political cooptation whereby a 
potentially troublesome ‘outsider’ voice is brought into – and contained within – 
the channels of closed, consensual, and expert-dominated decision making. 

 Relations among science, technology and the state have historically been less 
transparent in Germany than in the other two countries, and public disputes among 
experts are something of a rarity in the regulatory arena. Yet, the German environ-
mental movement scored early and relatively pronounced political success, winning 
representation in parliament at a time when British environmentalists were hardly 
visible as a national political force. Confrontations over technological risk in 
Germany have been intensely political, even violent at times, as in the case of anti-
nuclear protests in the late 1970s and early 1980s. Again, these dynamics reproduced 
themselves with reasonable accuracy in the context of biotechnology. The German 
policy debate was most directly tied to the agendas of the major political parties. 
Perhaps in consequence, it was also most successful in forcing an open public 
discussion of the social and political ramifi cations of biotechnology, avoiding the 
strictly scientifi c framing that accounted for so much of the American discourse on 
risk. In a society where expertise is normally the prerogative of the few, insistence 
on the value implications of biotechnology (rather than exclusively on its technical 
uncertainties) powerfully legitimated citizens’ claims that they should be accorded a 
wider role in the direction of the new technology. Yet, by enacting a comprehensive 
regulatory law, the state in the end re-established the very bureaucratic culture of risk 
management that had initially aroused public protest. The 1990 law permitted tech-
nology to develop without substantial fear of widespread citizen mobilization.  
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  Conclusion 
 I have devoted much of this essay to the theme that political and regulatory culture 
counted in the way that members of three technological societies imagined, char-
acterized, delimited, and controlled the products of their scientifi c ingenuity. In 
each country, an early phase of protest seemed at fi rst to expand the vocabulary of 
resistance to a new and fearful technology. Contingent and culturally specifi c 
accountings of risk led in the 1980s to divergent national conceptualizations of the 
problem facing regulatory authorities. Cultural infl uences surfaced most strik-
ingly in the science-centred defi nition of risk in the United States, in the political 
adaptation of existing expert bodies in Britain, and in the comprehensive legisla-
tive response to citizen mobilization in Germany. 

 The fi nal twist to the story, however, becomes apparent only when we ask what 
these preliminary characterizations of risk meant in terms of the future of biotech-
nology. It is diffi cult to avoid the conclusion that all three countries, despite their 
culturally conditioned ways of constructing biotechnology as a policy issue, 
converged in their willingness to make the technology possible. In each country, 
the dominant political framing appeared to rule out one or more of the expected 
forms of public resistance, thereby ensuring that scientifi c uncertainty would not 
spill over into social and political unrest. Thus, in the United States, congressional 
and judicial inaction left the discussion of biotechnology’s risks within a bureau-
cratic framework where the issue was most likely to be analysed in the relatively 
narrow terms of physical hazards. Moreover, the absence of legislation foreclosed 
new opportunities for judicial review and sharply restricted the dissenting public’s 
least constraining avenue of access. Similarly, in Britain, despite an initially more 
expansive reading of biotechnology’s uncertain consequences, decision making 
was soon channeled into a framework of carefully structured expert committees 
that provided assurance by internalizing dissent. Finally, legislation in Germany 
re-established a working state–industry partnership that formally bowed to citizen 
concerns but closed down the kind of open-ended political debate that had 
preceded the enactment of the genetic engineering law. In all three national 
settings, then, historical contingencies and political culture proved equally 
amenable to accommodating the determined thrust of biotechnology’s forward 
movement. Explanations for this ultimate convergence lie in all probability in the 
theatre of international relations, where national protest politics confronted, and 
eventually succumbed to, the rhetoric and politics of global competitiveness.   
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                 3 In the democracies of DNA 
 Ontological uncertainty and political 
order in three states  *     

     Efforts to manage and control the development of biotechnology in its early decades 
exposed a paradox. When promoting innovation, states and private corporations 
characterized this technological sector as a singular, well-demarcated site for public 
policy, held together by its distinctive means of production (e.g., genetic manipula-
tion), its unique property regimes (e.g., patents on life), its institutionally hybrid 
methods of collaboration (e.g., university-industry partnerships), and above all its 
ultimate goals with regard to living things (to improve on ‘natural’ entities by engi-
neering them for greater purity, productivity, effi ciency or novel characteristics). 
Yet, when it came to regulation, industry lobbying, governmental action, and public 
deliberation were all structured along so-called vertical lines, corresponding to 
specifi c commercial product categories. In the context of control, biotechnology was 
represented not as a revolutionary, transformative shift in our modes of industrial 
production, but as just one more incremental step, barely deserving a second glance, 
in humankind’s long involvement with making nature more productive and pliant. 

 The trend toward regulating biotechnology by product classes emerged earliest 
and most explicitly in the United States, where policymakers from the 1980s 
onward repudiated legislation targeted at the process of genetic manipulation 
(Jasanoff, 1995). But the European Union, too, partly followed suit, moving away 
from the process-based approach that had characterized the directives on biotech-
nology adopted in 1990. At the most basic level, policy frameworks tended to 
distinguish ‘red’ biotechnology, directed toward pharmaceutical development, 
from ‘green’ biotechnology, aimed at agricultural production. After all, the 
reasoning went, the former focuses on questions of human health, and increas-
ingly also on biomedical ethics, whereas the latter engages with questions of envi-
ronmental risk and threats to biodiversity. These differences seemed to demand 
recourse to different domains of technical expertise, as well as engagement with 
different constellations of stakeholders. Refl ecting these realities, most govern-
ments had long since placed regulatory authority over pharmaceuticals and agri-
cultural commodities in different agencies or ministries (e.g., in the United States, 
the Food and Drug Administration for the former, and the Department of Agricul-
ture for the latter). In the logic of modern governance, it seemed only natural to 
divide up the technical and political dimensions of regulating biotechnology 
among these pre-existing sectors of bureaucratic competence. 
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 Public responses around the world, however, have questioned the conceptual 
bifurcation that treats biotechnology as unitary for production and promotion, but 
multiple for regulation. The logics and discourses of state action, driven by 
specialized expertise and bureaucratic rationality, do not map so neatly onto the 
logics of public approval and acceptance—especially in a culturally heteroge-
neous, global public sphere. From the bottom-up perspective of citizens who have 
to live in, and with, a world modifi ed by biotechnology, there are cross-cutting 
questions of metaphysics, epistemology and ethics that unify the disparate areas 
of technological application. As research on public opinion has shown, there are 
features of accountability and reassurance that many people hope to fi nd in the 
emerging regulatory structures for biotechnology, and those features are not 
constrained by the boundaries of traditional, product-oriented health and safety 
regulation (Marris et al., 2001). The very same features that have led biotech-
nology enthusiasts to embrace it as a revolutionary means of production have also 
persuaded many consumers and members of the public of the need for new forms 
of engagement with biotechnology’s overall aims and purposes. Neither the 
timing nor the discursive format of regulatory proceedings offers scope for this 
kind of broadly normative engagement. In short, the interests of deliberative 
democracy are not wholly satisfi ed by policy institutions whose role and remit 
were molded primarily by concerns for safe and effi cient product innovation. 

 Cross-national stand-offs over the commercialization of genetically modifi ed 
(GM) crops, the patenting of gene fragments and higher life forms, and the diver-
gent policy regimes that have developed around research with embryonic stem 
cells give tangible evidence of the confl icts that can arise if tacit public expecta-
tions with respect to the management of biotechnology are not met. These fric-
tions, arising only after extensive state and private investments in research and 
product development, run counter to the interests of both scientists and the public 
in the free fl ow of scientifi c knowledge. They also disrupt the global commitment 
to free trade enshrined in the World Trade Organization. It seems clear that both 
national leaders and the publics they answer to would benefi t from a deeper under-
standing of the conditions that have led their counterparts in other nations to 
substantially different conclusions about the pros and cons of biotechnology. 
Whether or not such understanding leads to greater convergence in public values 
or policy action, it should increase the intelligence and sophistication of the global 
debate on these issues. 

 The social sciences can contribute importantly to this kind of illumination 
through comparative, cross-national analysis of regulatory politics. It is widely 
recognized by now that public problems do not simply appear on policy agendas, 
as if placed there through the direct imprint of exogenous events. Rather, they are 
framed in particular ways by cultural commitments that predispose societies, no 
less than the individuals within them, to fi t their experiences into specifi c types of 
causal narratives.  1   These narratives are grounded in longstanding institutional 
practices and ways of knowing that enable societies at once to conceptualize and 
fi nd solutions to newly perceived threats to their security or well-being. Even the 
most technical issues are interpreted in the context of established, but varied, 
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social approaches to defi ning and coping with public problems. These insights, 
largely derived from studies of domestic policy and politics, acquire added signif-
icance when translated into a comparative framework. By exposing underlying 
sources of variation, cross-cultural comparisons can help explain why national 
publics are more or less inclined to accept particular forms of technological 
change. At the same time, by grounding risk perception and regulatory behavior 
in the deeper matrix of political culture, comparative work resists dismissing the 
opposition to biotechnology as nothing more than an unreasoning fear of novelty, 
grounded in the public’s ignorance of scientifi c facts. 

 This paper compares the regulatory uptake of biotechnology in three advanced 
industrial democracies—Britain, Germany and the United States—and shows that 
systematic differences have developed around several major applications of 
genetic manipulation. Four are described below: abortion, assisted reproduction, 
stem cells, and genetically modifi ed crops and foods. Different policy choices 
with respect to each of these issues refl ect in part the diverse capacities of each 
nation’s regulatory institutions to deal with the scientifi c, social and ethical uncer-
tainties around biotechnology. These institutional frameworks constitute in effect 
an apparatus of collective sense-making through which national governments and 
publics interpret what biotechnology both promises and threatens. More specifi -
cally, national regulatory approaches help to position the ontological novelties 
created by biotechnology either on the side of the familiar and manageable or on 
the side of the unknown and perhaps insupportably risky. Public responses to 
biotechnology are thus shown to be embedded within robust and coherent polit-
ical cultures rather than being ad hoc and contingent expressions of concern that 
vary unpredictably from issue to issue.  2    

  Sites of divergence: policy responses to biotechnology 
 In February 1997, newspapers in the United Kingdom carried stories about a 
historic victory on an unlikely frontier. Diane Blood, a 30-year-old public rela-
tions consultant from Nottinghamshire, had won permission to be inseminated 
with sperm taken from her dead husband, Stephen. British administrative and 
legal authorities had denied Diane the right to be inseminated with Stephen’s 
sperm because it had been removed without his consent, at  her  request, while he 
was dying of bacterial meningitis. But lack of consent, the UK courts held on 
appeal, only barred insemination in Britain. Under European law, Diane could not 
be deprived of her right to take the sperm to another country, such as Belgium, 
whose laws permitted a pregnancy to be initiated under these circumstances. 
Diane eventually bore two children conceived through artifi cial insemination with 
her late husband’s sperm in Brussels. 

 Though the main elements of the story are unambiguous, press reports on the 
February day when the news of Diane Blood’s legal victory broke show that there 
were sharply different ways of interpreting what was at stake.  The Daily Tele-
graph , a pillar of the British press, carried the headline, ‘Widow wins fi ght to bear 
child of dead husband’ (Marks, 1997). Accompanied by a picture of a young 
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woman holding a baby, demurely dressed in black, a cross dangling at her throat, 
this headline emphasized the theme of kinship triumphant: a line of descent 
continued by a wife’s determination to press the family relationship beyond 
her spouse’s death, the normal biological point of no return. Observers of 
British culture may, without too great a stretch, see here the recurrent trope of the 
family tragedy, a potent device for stirring and uniting the national imagination, 
whether averted, as in this case, or more commonly not (the Soham murders of 
2002, Princess Diana’s death in 1997, the novels of Dickens or the tragedies of 
Shakespeare). 

 The same story appeared in the American-fl avored, international newspaper, 
the  Herald Tribune , under the headline, ‘In UK Court Case, Widow Wins Right 
to Use Spouse’s Sperm’ (Associated Press, 1997). Here, too, the verb ‘wins’ 
signaled a hurdle overcomed, but the  Tribune ’s subtext was quite different from 
the  Telegraph ’s. Flanked by the picture of a smartly dressed, smiling young 
woman leaving the courthouse, surrounded by photographers, the predominant 
theme in this rendition was the individual’s victory over forces that sought to 
curtail her right, as an autonomous consumer, to use a desired commodity—in this 
case, the ‘spouse’s sperm.’ Again, it is tempting to discern here some familiar 
elements of the American cultural landscape: the emphasis on the lawsuit, the 
individual’s right of reproductive choice, and the commodifi cation of the part-
ner’s sperm to satisfy that felt right. The baby born to the woman in  this  story 
would be, one senses, very much a product of her own desires, not, as suggested 
in the  Telegraph ’s account, the realization of a couple’s shared but tragically 
interrupted dream of family life. 

 The subtle semiotics of newspaper headlines offers an entry point to a more 
general argument. Even the most basic processes of life—in this case, the union 
of egg and sperm to produce new offspring—can be read in the context of modern 
biotechnology as telling very different stories, with contrasting moral and ethical 
implications. Through its capacity to generate new forms of life, biotechnology 
renders unstable the received boundaries between the natural and the unnatural. 
Children, for instance, can be conceived when their biological father is no longer 
living—violating the ancient taboo against necrophilia and the modern one against 
unconsenting parenthood. Complex social work, such as that done in Diane 
Blood’s case by courts, fertility clinics, and daily newspapers, is needed then to 
reorder the instability, to put the new and potentially threatening entities and 
behaviors unchained by biotechnology back into places where they can be inter-
preted and controlled. Let us turn to a more detailed exploration of the ways in 
which biotechnology’s ontological exuberance has been managed in the political 
cultures of Britain, Germany and the United States. 

  Abortion: high principles, mundane practices 

 Abortion, the intentional termination of pregnancy, is an ancient means of 
controlling reproduction through artifi cial means, but it achieved new political 
visibility and salience in the later 20th century following the development of 
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technologically assisted contraception and the associated rise of the women’s 
movement. Abortion can be seen as one of the earliest forms of biotechnology, 
albeit not one productive of life: in freeing a woman of an unwanted pregnancy, 
abortion necessarily denies existence to the developing fetus. Because of its impli-
cations for research on embryos and stem cells, the legal treatment of abortion is 
a necessary starting point for reviewing cross-cultural divergences in regulating 
biotechnology. As we shall see, disparate legal regimes have developed around 
abortion in three countries that differ in their understandings of the ontological 
status of the fetus, their defi nition of the pregnant woman’s interests, and their 
positioning of the state’s role. 

 In the United States, abortion law was federalized by the deeply divisive 1973 
Supreme Court decision in  Roe v.   Wade  (1973) and reaffi rmed several times, most 
authoritatively in  Planned Parenthood of Southeastern Pennsylvania v. Casey  
(1992).  Casey  left standing the core element of  Roe —the recognition of a woman’s 
constitutional right to have an abortion—but it also recognized that the state has 
an interest in protecting the life of the unborn, and that this interest can assume 
priority once the fetus becomes viable, that is, capable of surviving outside the 
mother’s womb. As long as  Roe  and  Casey  remain the law, states may regulate 
abortions only to the extent that they do not infringe upon the fundamental right 
guaranteed by these decisions. 

 In Britain, abortion is regulated by the 1967 Abortion Act, which permits the 
termination of pregnancy under stated conditions related to the physical or mental 
health of the woman, the well-being of her existing family, or the risk of giving 
birth to a handicapped child. Though abortions require the consent of two physi-
cians, many concede that the clause covering risks to the woman’s health has been 
interpreted so broadly as to authorize, in effect, abortion on demand in England 
and Wales. A provision of the 1990 Human Fertilisation and Embryology Act 
reduced the time limit for permissible abortions from 28 to 24 weeks. This change 
refl ected a fi rm medical consensus in favor of the lower limit, according to sources 
I consulted at the time, and it happened with barely a ripple of debate about 
women’s rights or the ontological status of the embryo. 

 In Germany, abortion law was caught up in the broader politics of reunifi cation 
after the fall of the wall between former East and West Germany. While the 
country was divided, a more liberal legal regime had developed in the east, 
allowing virtually unrestricted abortions during the early months of pregnancy. 
This arrangement ran up against the Constitutional Court’s holding that, under 
Germany’s constitution, the Basic Law, the embryo must be accorded full human 
dignity from the moment of nuclear fusion between egg and sperm. Politically, 
too, the notion of abortion on demand was anathema to Chancellor Helmut Kohl’s 
ruling Christian Democratic government. Under a compromise whose terms were 
not fully worked out until after reunifi cation, Germany retained the 19th century 
law that declared all abortions to be criminal acts punishable by imprisonment. At 
the same time, lawful exceptions were made for pregnancy terminations to protect 
the health of the mother, provided she underwent appropriate counseling and was 
certifi ed as being in compliance with statutory requirements. 
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 On the surface, then, all three countries made legal accommodations permitting 
women more or less liberal access to abortions during the fi rst three to six months 
of pregnancy, but the underlying rationales were vastly different, as were the 
grounds for loosening earlier, more restrictive laws. Only Germany felt it needful 
to adjudicate the ontological status of the embryo itself; the American pro-choice 
movement resisted repeated attempts to write such declarations into US law, 
while in Britain no attempt was made to clarify this issue, and access to abortion 
was based, as in Germany, on considerations of maternal and familial welfare. 
Only in America, by contrast, was abortion treated as an extension of a woman’s 
constitutional right to personal liberty, and hence absolutely protected for a time 
against state intervention. In both European nations, welfare state concerns for 
health and family provided the basis for crafting a rationale for abortions, under 
authority delegated by the state to the medical profession.  

  Assisted reproduction 

 The birth of Louise Brown, the world’s fi rst test-tube baby, through in vitro ferti-
lization (IVF) in 1978 opened a new era in technologically assisted reproduction. 
Just as the advent of the birth control pill changed the social context for abortion, 
so IVF reframed discussions of the nature of kinship and family that had begun 
decades earlier with the growing popularity of artifi cial insemination as a treat-
ment for male infertility. Only, whereas artifi cial insemination problematized the 
notion of fatherhood, now it was the mother’s taken-for-granted relationship to 
her child that became destabilized, producing extended legal and social ripples. 
Those ripples spread in varying patterns across the cultural norms and institu-
tional structures for regulating reproduction and the family in three nations. 

 Family affairs are matters of state law in the United States, and so the issues 
raised by IVF surfaced fi rst in state courts and legislatures. Curiously, though, the 
fi rst public trial of the meaning of motherhood in the era of assisted reproduction 
involved little if any high technology. This was the case of Baby M, a girl born in 
1986 in New Jersey to Mary Beth Whitehead, who had been artifi cially inseminated 
with sperm from William Stern. Together with his wife, Elizabeth, who for health 
reasons did not wish to conceive and give birth herself, William wanted to adopt the 
child that Whitehead, a married mother of two, carried to term. The case spilled into 
litigation when Baby M’s ‘surrogate mother’ refused to give up the child and fl ed 
with her to Florida. Under court order, mother and daughter were returned to New 
Jersey, where the state’s highest court held that the contract between Whitehead 
and the Sterns was unenforceable under applicable law and policy, but that the 
child’s best interests demanded that custody be given to the Sterns.  3   

 Since the mid-1980s, American women and their partners have experimented 
with many forms of IVF and surrogacy. Perhaps most controversial after Baby M 
was the use of so-called gestational surrogacy—a process in which an embryo 
created through IVF is implanted into a woman who carries the baby to term. In 
the widely discussed case of  Johnson v. Calvert ,  4   the California Supreme Court 
held that, in case of confl ict, the couple intending to procreate, that, is the genetic 
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parents of the child, would have priority over any rival claims of the gestational 
mother. In so holding, the court reinterpreted a provision of state family law that 
had defi ned a child’s birth mother as its ‘natural mother.’ With this decision, 
California joined Belgium as one of the friendliest homes for uses of IVF and 
surrogacy. Couples wishing to have children may even contract with surrogates to 
carry children who are not genetically related to any of the parties to the agree-
ment, although the California courts have ruled that the initiating couple may not 
thereby absolve itself of responsibility to care for the resulting baby.  5   

 The value of IVF for prospective parents has risen with the development of 
prenatal diagnostic techniques that allow embryos to be screened for inherited 
genetic abnormalities and so be excluded from implantation. The same techniques 
can also be used to select embryos for sex and also for tissue matches with siblings 
in need of healthy bone marrow or other transplants. Under U.S. law, many of 
these services are provided in virtually unregulated fashion, with private clinics 
deciding which tests they will offer and to whom. Thus, sex selection to achieve 
‘family balance’—a euphemism for ensuring that couples will have the son or 
daughter they desire—is widely advertised by IVF clinics. In sum, U.S. law and 
practice treats a couple’s desire to have children, and even children with certain 
predetermined characteristics, as the primary factor shaping the use and regula-
tion of prenatal screening. 

 The contrast with Britain and Germany could hardly be starker, although the 
approaches taken in these two countries are not identical. In Britain, a 1990 law 
created the Human Fertilisation and Embryology Authority (HFEA) and charged 
it with licensing and monitoring all IVF and insemination clinics nationwide, as 
well as institutions undertaking embryo research and the storage of gametes and 
embryos. Issues such as prenatal screening or sex selection that are resolved in ad 
hoc and decentralized ways in the United States are subjected to central govern-
mental control in the United Kingdom. Under this scheme, physicians and prospec-
tive parents have less latitude to decide what testing or screening services will be 
made available than do private clinics in the United States. Embryos produced 
through IVF, but not implanted, are stored and used under HFEA guidelines 
pursuant to the HFE Act; these preclude, for instance, the removal of an uncon-
senting husband’s sperm as happened in the Diane Blood case. Surrogacy is also 
regulated by law, and discouraged. While surrogacy agreements are not illegal, 
they are not enforceable, and it is a crime to advertise for a surrogate. In practice, 
this means that most surrogacy arrangements in Britain occur within the family, 
through agreements between close kin rather than strangers united by contract. 

 Germany in 1990 enacted what remains the most restrictive European legisla-
tion pertaining to assisted reproduction. Under German law, surrogacy is banned 
and all IVF embryos must be implanted in the woman who supplied the ova. Only 
as many embryos may be created as are actually implanted, and in no case more 
than three. Hence, the kinds of disputes that have erupted in other countries over 
the ownership, use and moral status of embryos are essentially precluded from 
occurring in Germany. The law acts in effect as an ontological prohibition, 
keeping entities potentially disruptive of the moral order from ever coming into 
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being. Prenatal genetic diagnosis is also banned by law, refl ecting a continued 
German anxiety over technologies that may allow the selection of human beings 
according to criteria of relative worth. This regime is the very antithesis of the 
American one in its resistance to experimentation with technologically mediated 
reproductive choices. 

 Three national responses to IVF and associated prenatal testing techniques 
show once again how uncertainty is handled differently by each country’s regula-
tory apparatus. Decentralized decisionmaking and a market-based approach to 
testing have produced in the United States a particularly hospitable climate for 
trying things out, with boundary-testing actions preceding, and provoking, the 
making of normative judgments. Britain’s approach is more restrictive in setting 
uniform national guidelines for all matters to do with the human embryo, so that 
technology unfolds under the state’s watchful and politically self-conscious 
supervision. Germany has sought to maintain a state of perfect legal and ethical 
clarity, and it has done so by legislating against border-crossing ontologies that 
could create uncertainty through unchecked social and ethical innovation.  

  Stem cells 

 The early years of the 21st century ushered in a surprising debate in many indus-
trial nations. The question was whether and under what conditions states should 
support research using embryonic stem cells. Derived from very early human 
embryos, these undifferentiated cells have the capacity to develop into many types 
of specialized cells that could potentially be used to treat diseases of the heart, 
brain, nerves, or other organs and tissues. By the turn of the century, many biolo-
gists regarded stem cell research as the most promising of all frontiers in biomedi-
cine. For the fi rst time since the recombinant-DNA debates of the 1970s, however, 
governments hesitated to offer unrestricted support for a potentially revolutionary 
project in the life sciences. The reasons were closely tied to the framing of life 
itself as a political issue, and national policies toward embryonic stem cells 
diverged according to dominant framings in each country. 

 Michel Foucault famously called attention to the conversion of life, or  bios , into 
the subject matter of political action, and more broadly governmentality, in 
modernity (Foucault, 1990 [1976], pp. 135–45; see also Agamben, 1998, pp. 1–8). 
But what would he have made of the strange forms that biopolitics took on the 
other side of an ocean at the dawn of a century he did not live to see? As deployed 
by the US religious right, the concept of ‘life’ is less an instrument for classifying 
or regulating populations than a device for keeping at bay unruly social move-
ments or novel constellations of social life. 

 In May 2005, President George W. Bush threatened his fi rst veto, noteworthy 
enough for a president comfortably in charge of the party that also controlled both 
houses of Congress. The subject was stem cells—a topic Bush had addressed in 
August 2001 at his fi rst press conference as a fi rst-term president. At stake was a 
congressional attempt to expand the domain of federally funded research on stem 
cells beyond the narrow limits laid down in 2001. The president had authorized 
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research only with cell lines that existed before that date, and the number of avail-
able lines turned out to have been greatly overestimated. On May 24, the House of 
Representatives, by a vote of 238 to 194, expanded the zone of permitted research 
to include ‘spare embryos’ left over from IVF procedures, and the Senate appeared 
likely to follow suit. But Bush remained fi rm in his opposition, announcing a few 
days before the House vote: ‘I’m a strong supporter of adult stem cell research, of 
course. But I made it very clear to the Congress that the use of federal money, 
taxpayers’ money, to promote science which destroys life in order to save 
life, is—I’m against that . . . And therefore, if the bill does that, I will veto it’ 
(Stolberg, 2005). 

 Presidential rhetoric, resting on the underlying calculus of interest group poli-
tics, here took over the philosopher’s work of ontological ordering. The newly 
popular trope ‘science which destroys life in order to save life’ implicitly casts the 
embryo, from the moment of fertilization, as a form of human life on a par with that 
of diseased adult patients. In using this language Bush and his supporters circum-
vented the decades-long legal battle to safeguard the  Roe-Casey  settlement that 
acknowledged women’s constitutionally protected liberty rights without taking a 
stance on the biological status of the embryo. What had not been won in the courts 
by legal authority, nor indeed in biomedical research institutions under the authority 
of the life sciences, was thereby claimed as the victor’s spoils of the electoral 
process. Fusing morality with the market, a presidential policy that most polls 
showed to be  inconsistent  with the majority’s ethical wishes was presented as 
 consistent  with the majority’s desire for wise stewardship of the taxpayers’ money. 

 Britain’s policy toward stem cell research, considered the most permissive in 
Europe, drew the ontological line around stem cells differently. Under the HFE 
Act, research on embryos is permitted in principle until the appearance, at roughly 
14 days, of the primitive streak, a thickened line of cells signaling the division of 
the embryo into recognizable right, left, front and back parts, as well as the forma-
tion of the central nervous system and major organs. In other words, British law 
for all practical purposes does not regard pre-14-day-old embryos as being biolog-
ically continuous with fully developed human life. Stem cells derived before this 
cut-off point in embryonic development are therefore lawfully available for 
research. After that date, sharp developmental boundaries are seen as harder to 
sustain and research on embryos is correspondingly curtailed. An authorized 
regulatory structure, the HFEA, offers public reassurance that the moral order will 
be maintained and that science, once embarked on manipulating life at the early 
embryonic stage, will not slide down the slippery slope to treating  all  life as 
subject to genetic modifi cation.  6   As yet, public faith in the HFEA’s capacity to 
carry out its delicate mission has not eroded, even though science’s remit has 
already expanded beyond the bounds foreseen in 1990, for example, through the 
inclusion of entities created by procedures other than the fertilization of egg and 
sperm within the statutory defi nition of an embryo. 

 In Germany, constitutional law underwrote essentially the same ontological 
settlement that was politically endorsed in the United States by a Republican 
administration out to consolidate its conservative religious support. The developing 
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embryo is entitled in Germany to be accorded full human dignity, but that status is 
achieved through the principled application of law rather than the vagaries of pres-
idential politics. Although German law does not allow the creation or destruction 
of embryos for research, the Bundestag voted in early 2002 to allow the importa-
tion of stem cells from abroad if they had been created before a stated cut-off date. 
This condition fulfi lls the generally accepted dictum that no embryo should be 
expended for German research, since the pre-existing stem cells were clearly 
created without those needs in mind. As in the two other cases, a line is drawn 
between ethically permissible and impermissible research, but, in the German case, 
the morally relevant line is that between ethics inside and outside the nation, not 
between embryonic and adult stem cells as in the United States nor between the 
pre- and post-14-day entity as in Britain. Accepting human life as a transcendental 
good, Germany has ruled how scientists may manipulate its earliest manifestations. 
Germany cannot, of course, legislate the same morality for other nations, but it  can , 
it seems, maintain an internal order that provides no incentives for others to act in 
ways deemed ethically unacceptable in Germany.  7    

  GM crops 

 The political reception of GM crops, and by extension GM foods, in the three 
countries seems at fi rst sight to turn the picture with respect to stem cells on its 
head. In this case, it is the United States that has provided the most hospitable 
home for innovation and commercial production, whereas Britain has been most 
reluctant to allow the technology to develop, with Germany positioned some-
where between. But a closer look at each nation’s accommodation with GM crops 
reveals underlying regularities. 

 By all reasonable measures, the United States is the world leader in the produc-
tion and use of GM crops. US companies were prominently among the fi rst to 
develop, test and market these plants. In 2000, barely fi ve years after their fi rst 
commercial introduction, the United States accounted for some two-thirds of the 
production of GM crops and almost 75% of the acres planted with these crops 
worldwide (Pew Initiative on Food and Technology, 2001). US research has 
continued to lead the search for new applications of crop biotechnology, for 
example, in designing a wave of ‘agriceutical’ products whose engineered proper-
ties straddle the line between conventional food and pharmaceuticals. Given the 
strong opposition to GM crops in Britain and elsewhere in Europe, as well as 
America’s own history of concern about environmental and health risks (Brickman, 
Jasanoff & Ilgen, 1985; Vogel, 1986), many have wondered why the US public 
has greeted this new technology so complacently. Have Americans grown tired of 
being risk averse? 

 The answer, on examination, has less to do with public perceptions of GM 
products than with the state’s reliance on and deployment of science as an instru-
ment for quelling possible controversy. Early in the history of biotechnology, 
a convergence of views between university-based molecular biologists and 
corporate promoters of biotechnology led to the characterization of genetic 
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modifi cation as a process that should arouse no special regulatory concern. Under 
a 1986 White House policy known as the Coordinated Framework (Offi ce of 
Science and Technology, 1986), US agencies decided to regulate biotechnology 
under a mosaic of existing laws that conferred, in the administration’s view, 
adequate authority to ensure the safety of GM products. Modern biotechnology 
was represented for regulatory purposes as an extension of older techniques of 
biological manipulation, not as a radical break with past practices. To be sure, this 
position required advocates to maintain that the technology was at once familiar 
and revolutionary, a delicate balancing act that produced paradoxical sentences 
like the following from the Coordinated Framework: ‘While the recently devel-
oped methods are an extension of traditional manipulations that can produce 
similar or identical products, they enable more precise genetic modifi cations, and 
therefore hold the promise for exciting innovation and new areas of commercial 
opportunity.’ It was the theme of specifi city, however, that carried the day for 
policymakers, overcoming arguments about unknowns and unknowables that 
might have justifi ed a more proactive legislative response to biotechnology.  8   

 British policies toward agricultural biotechnology were initially formulated 
along relatively permissive lines as in the United States, although experts in 
Britain were more cautious from the start about the environmental consequences 
of large-scale commercialization of GM crops.  9   The regulatory climate changed, 
however, in 1996. It was then revealed that the experts advising the Ministry of 
Agriculture, Fisheries and Food had erred in predicting that ‘mad cow’ disease 
would not be transmitted from cattle to humans and had also concealed their own 
uncertainties from the public.  10   In an environment of increased concern and 
distrust of experts, intensifi ed by news fl ashes about possible health hazards from 
GM food, the British public massively turned away from these products, and the 
government realized that it had a crisis of confi dence on its hands. 

 The state’s response was to reconstitute the frayed institutions of governance 
that appeared to have lost the public’s trust. This entailed, to start with, bringing a 
wider range of voices and opinions into the decisionmaking process, which the 
government proceeded to do fi rst by constituting a new, broad-based advisory 
committee, the Agriculture and Environment Biotechnology Commission, and 
second by conducting, with the commission’s assistance, a nationwide debate on 
the commodifi cation of GM crops, entitled  GM Nation?  Shortly after that process, 
the government announced its fi rst approval of a GM crop, a maize species modi-
fi ed to resist a chemical weed killer, glufosinate ammonium; two other GM crops 
were denied approval (Coghlan, 2004). Agricultural biotechnology companies, it 
seemed, had gained what they had wanted, but not on the terms they had success-
fully lobbied for in the United States. GM crop approvals would go forward much 
more cautiously in Britain, with a deeper, case-by-case exploration of uncertain-
ties and greater sensitivity to possible adverse effects. Under such heightened 
scrutiny, there would clearly be no guarantee that crops deemed safe by US or 
other exporting nations would be accepted as safe for use in Britain. 

 The German response to GM crops produced no public outcry comparable to 
that in Britain. On this issue as in others relating to biotechnology, Germany sought 
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to avoid controversy by opting for a legislative framework that reduced the risk of 
ontological mixing or impurity—thereby also minimizing the possibility of norma-
tive confl icts. Specifi cally, in June 2004 the Bundestag passed a stringent law on 
growing GM crops in Germany. Key provisions included restrictions on the 
amount of land to be planted with GM crops, a national register to keep track of 
these crops, and a requirement that farmers pay damages to non-GM growers 
whose fi elds are contaminated by GM varieties. The horror of unregulated things, 
so prevalent in the German legal order, came through in a parliamentarian’s 
comments on the law: ‘In the interest of farmers and consumers, we do not want 
genetically altered foods uncontrolled and initially unnoticed to sneak onto our 
grocery shelves’ (Deutsche Welle, 2004b). It was perhaps a reaction, too, to the US 
situation, where polls showed that GM ingredients had found their way into the 
food chain without the knowledge or consent of most consumers. 

 Yet even the strictest of laws could not eliminate all unruly behavior. A German 
news service reported in May 2004 that unknown vandals had destroyed a research 
plot planted with GM crops in the eastern German state of Sachsen-Anhalt. In 
response, state authorities said that GM crops were being grown in secret on 29 
plots throughout the country, but that the corn grown there would be used only in 
animal feed (Deutsche Welle, 2004a). Experimentation, it seemed, was not dead 
in Germany; only the conduct of it could not be disclosed by a government 
publicly committed to the ideal of transparency.   

  The politics of ontological ordering 
 We are now in a position to draw out some of the regularities in the three national 
responses to biotechnology, taking into account both the biomedical and the agri-
cultural realms. Most generally, the differences seem to center on the institutional 
resources that each nation deploys in carrying out the task of ontological ordering 
that biotechnology, in its zeal for hybridity, inevitably requires. How should the 
novel entities produced through genetic and other biological manipulations be 
classifi ed? Who will resolve the moral dilemmas associated with living things 
whose legal status is uncertain and whose impacts on the physical and social envi-
ronment are impossible to predict with any certainty? In each country, questions 
such as these have arisen in connection with other technological developments, 
but perhaps never with quite the urgency generated at the fast-moving frontiers of 
biotechnology. 

 In comparing the three countries, we are struck fi rst of all by the different 
degrees of tolerance for ‘monsters,’ or entities that threaten disorder by crossing 
the settled boundaries of nature or society. Experimentation, in human reproduc-
tion as well as in crop biotechnology, has been the order of the day in the United 
States, cautiously tolerated in Britain, and for the most part shunned in Germany. 
This variation in the acceptance of new entities—whether in kinship structures or 
in crops and food—is systematically linked to each nation’s institutional arrange-
ments for dealing with uncertainty. As summarized in  Table 3.1  below, the 
American approach on the whole favors innovation and risk-taking, regulated by 
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the laws of the market, leaving complaints and grievances to be sorted out after 
the fact by the courts. By contrast, both Britain and Germany have opted for more 
cautious legislative solutions, allowing innovation to proceed only within a 
normative framework arrived at by law. But whereas Britain countenances a 
certain amount of ambiguity, leaving it to expert bodies to offer case-specifi c 
clarifi cation, Germany has preferred to reduce the scope of both administrative 
and technological discretion by crafting unambiguous and strictly enforceable 
legal norms. In Germany, if the laws are properly adhered to, there  can  be no 
ontologically confusing frozen embryos, nor GM crops that exist unrecorded, 
outside a national register. 

 Only the Bush administration’s seemingly unshakeable aversion to embryonic 
stem cell research seems to counter the national drive toward biotechnological 
innovation in the United States, but what we see here is not an anomalous societal 
turn away from risk-taking. Patently, many Republicans, beginning with Presi-
dent Ronald Reagan’s widow and including staunch conservatives like Senator 
Orrin Hatch of Utah, back a more relaxed approach toward stem cell research. 
They, like the majority of Britons, are prepared to accept early embryos as biolog-
ically and morally different from growing children and adult human beings. Not 
for them, nor for most Democrats, the easy elision of developmental and cognitive 
differences refl ected in George Bush’s reference to ‘science which destroys life in 
order to save life.’ Commonsensical empiricists in the Anglophone world, on 
either side of the Atlantic, fi nd it diffi cult to equate a blob of cells on the point of 
a pin with a thirteen-year-old child suffering from juvenile diabetes or a 60-year-
old victim of Parkinson’s disease.  11   

 In the US stem cell debate, one sees the laws of the market setting the high-
visibility terms of national political ideology rather than the lower-order condi-
tions for technological innovation. The exaltation of ‘life,’ be it in the four or 
fi ve-day embryo or in a persistently vegetative woman kept ‘alive’ with a feeding 
tube,  12   is the discursive ploy of a president who failed to win the popular vote in 
his fi rst term and won only a slim majority in his second. The administration’s 
stance on this issue has less to do with the metaphysics or morality of borderline 

    Table 3.1     National strategies of normalization  

  US    UK    Germany  

 Monsters encouraged  Monsters permitted  Monsters forbidden 
 Market-regulated 
 innovation 

 Expert-regulated innovation  Law-regulated innovation 

 Decentralized norms  Centralized norms  Centralized norms 
 Winner-take-all settlement 
 of controversy 

 Consensual settlement of 
 controversy 

 Reasoned (principled) 
 settlement of controversy 

 Judicial accountability  Parliamentary and 
 administrative 
 accountability 

 Legislative accountability 
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life forms than with the simple calculus of keeping a winning coalition in place. It 
is the expedient adoption of a rhetoric that plays particularly well to America’s 
anti-abortionists, one of the coalition’s most volatile, yet indispensable, compo-
nents. In this case, it is important for those in power to sell the rhetoric of ‘life’ 
directly to their consuming publics, as a transcendental  political  commodity; that 
goal overrides a laissez faire economy’s normal indulgence toward researchers 
and pharmaceutical companies who wish to sell a technologically confi gured and 
commodifi ed ‘life’ to  their  markets, in the form of remedies for disease.  

  Concluding refl ections 
 A decade ago, I wrote that policy institutions in the United States, Britain, and 
Germany had chosen to frame the risks of biotechnology in different ways: the 
fi rst as a stream of  products , the second as a unique and innovative  process , and 
the third as a collaborative  program  between science, technology and the state 
(Jasanoff, 1995). Ten years later, the further unfolding of politics and policy 
around biotechnology allows us to see with greater clarity how such framings of 
risk and safety are sustained in practice. In the United States, where the market is 
the dominant form of social ordering, it is no accident that biotechnology has been 
construed as a stream of products, the goods that the market is best positioned to 
deliver and regulate. In Britain, where the state regulates innovation by creating a 
shared empirical culture of taken-for-grantedness, it again seems natural to focus 
on, and be seen to master, a process that visibly remakes life in forms not yet well 
understood by experts or publics. And German attentiveness to possibly dangerous 
programmatic alliances between technological innovation and the state is coupled 
to a postwar legal and political order that is exceptionally resistant to the idea of 
ungoverned or ungovernable spaces and to categories that defy the controlling 
capacity of the law. 

 Political culture, then, is intimately linked to the ways in which nations choose 
to govern the uncertainties that necessarily accompany technological innovation. 
Yet as I have suggested throughout this paper varying national approaches to 
regulation and control carry specifi c, non-negligible consequences for democratic 
politics. In particular, regulatory choices invariably affect the degree to which 
publics can unpack and deliberate on the underlying purposes of innovation. 
Which of the brave new worlds opened up by biotechnology are worth our collec-
tive investment? Which, perhaps, will produce lives we will regret living with, or 
living at all? These questions are not equally open for consideration in each of the 
three risk management regimes reviewed in this paper. 

 Not surprisingly, opportunities for deliberating on the aims of innovation have 
been most conspicuously absent in the United States, the country most hospitable 
to the fact of innovation. Farmed out to public intellectuals and, lately, to presi-
dential ethics commissions of uncertain legitimacy and purpose, the task of 
refl ecting on the directions of biotechnological advancement has largely been 
excluded from the public sphere. In Britain, the shock of the ‘mad cow’ crisis, 
coupled with turn-of-the-century pressures for political reform, converted expert 
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ignorance and uncertainty into a more political issue than ever before. The result 
was a more thorough exploration of the environmental consequences of agricul-
tural biotechnology and a higher standard of proof for GM crops and foods than 
in the United States. But questions of what  is  have to date occupied the British 
political imagination more than questions of what  ought  to be, and  GM Nation?  
remains as yet an ad hoc experiment in deliberation rather than a marker of radical 
institutional change. Only in Germany has the temptation to privatize ethical 
deliberation been successfully resisted and the normative and political questions 
surrounding biotechnology have been extensively debated in the public sphere. 
But the response has been to erect high, some would say unacceptably high, 
barriers against social and technological creativity. Obsessed with the need for 
clarity, German institutions have displayed relatively little tolerance for the kinds 
of progress that may result from confronting disorder and learning systematically 
to accommodate it. 

 All this is consistent with the observation that human understandings of nature 
and social adaptations to nature are profoundly interlinked—indeed co-produced 
(Jasanoff, 2004). This deep interpenetration of the social and natural stands in the 
way of easy prescriptive solutions for the normative problems that confront us 
today in relation to biotechnology. Cross-national comparison may not alter that 
picture radically, since one can no more graft another nation’s political forms onto 
one’s own than successfully transplant pieces of human identity. Yet, to the extent 
that comparison enlarges our awareness of alternative possible worlds, it may aid 
the cause of refl ection in a time of bewildering socio-technical change.  

   Notes 
    *    New Genetics and Society , Vol. 24, No. 2 (2005), pp. 139–55.  
   1   On the sociological process of framing, see Goffman (1974). Useful extensions of 

framing to domains of public policy may be found in Schon & Rein (1994), Medrano 
(2003), Jasanoff (2005).  

   2   In recent work, I have defi ned political culture as the ‘systematic means by which a 
political community makes binding collective choices. The term encompasses struc-
tured modes of action, such as litigiousness in the United States, but also the myriad 
unwritten codes and practices with which a polity supplements its formal methods of 
assuring accountability and legitimacy in political decisionmaking. Political culture in 
contemporary knowledge societies includes the tacit, but nonetheless powerful, 
routines by which collective knowledge is produced and validated. It embraces institu-
tionalized approaches to reasoning and deliberation. But equally, . . . political culture 
includes the moves by which a polity, almost by default, takes some issues or questions 
out of the domain of politics as usual’ (Jasanoff, 2005, p. 21).  

   3    In the Matter of Baby M , 109 N.J. 396 (1988).  
   4   For an interpretation of the case, see Hartouni (1997), pp. 85–98.  
   5    In re Marriage of Buzzanca , 61 Cal.App.4th 1410 (1998).  
   6   On the UK debate over the slippery slope, see Mulkay (1997); see also Jasanoff (2005), 

pp. 155–7.  
   7   For a compelling ethnographic exposition of this argument, see Sperling (forthcoming).  
   8   For more on the problematic status of biotechnology’s newness, see Jasanoff (2001), 

pp. 34–50.  



In the democracies of DNA  57

   9   For a more detailed discussion of this point, see Jasanoff (2005), pp. 56–8.  
  10   These failures were extensively documented in  The BSE Inquiry Report  (2000).  
  11   On the importance of visual perception in drawing ontologically signifi cant bounda-

ries, see Jasanoff (2005), pp. 152–5, 196.  
  12   The case in question was that of the brain-dead woman Terry Schiavo, which attracted 

extraordinary media and political attention in March 2005. By signing a bill allowing 
Schiavo’s parents access to the federal courts, George Bush joined the fundamentalist 
Christian right in its ultimately unsuccessful attempt to keep Schiavo artifi cially fed 
and hydrated, as she had been for 15 years. Fascinating in its own terms, the case 
cannot be discussed in detail within the scope of this article.    
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                 4 Restoring reason 
 Causal narratives and political culture  *     

     Do human societies learn? If so, how do they do it, and if not, why not? The 
American activist singer and song writer Pete Seeger took up the fi rst question in 
the 1950s (Seeger 1955)  1   in a song whose concluding lines circled hauntingly 
back to its opening and whose refrain – ‘When will they ever learn?’ – gave anti-
war protest in the 1960s a musical voice. Seeger’s answer was, apparently, ‘never’. 
Like many a pessimist before and since, Seeger saw human beings as essentially 
fallible creatures, doomed to repeat history’s mistakes. But modern societies 
cannot afford to stop with that unregenerative answer. The consequences of error 
in tightly coupled, high-tech worlds could be too dire (Perrow 1984). If we do  not  
learn, then it behoves us to ask the next-order questions. Why do we not? Could 
we do better? 

 For social analysts, part of the challenge is to decide where to look for answers. 
At what level of analysis should such questions be investigated? Who, to begin 
with, learns? Is it individuals or collectives, and if the latter, then how are knowl-
edge and experience communicated both by and within groups whose membership 
remains indeterminate or changes over time? Organizational sociologists from 
Max Weber onwards have provided many insights into why collectives think alike. 
Especially illuminating is the work on group socialization, routinization and stand-
ardization (Bowker and Star 1999; Vaughan 1996; Short and Clarke 1992; Clarke 
1989; Bourdieu 1980; Foucault 1979; Weber 1946). This literature focuses on the 
inculcation of disciplined habits and practices among a group’s human members, 
leading to common styles of thought and modes of behaviour. To these observa-
tions, studies of technological systems have added a material dimension. Theorists 
of the left, from Karl Marx to more recent scholars such as David Noble (1977) 
and Langdon Winner (1986a), have looked to the power of capital (or other hege-
monic formations such as colonialism and the state) to explain the design of obdu-
rate technological systems that constrain group behaviour. Everyday metaphors 
– such as ‘built-in’, ‘path-dependent’ or ‘hard-wired’ – underscore a widespread 
popular awareness that material structures can shape a society’s developmental 
trajectories in ways that seem, for all practical purposes, inevitable. 

 The problem from the standpoint of learning is that the better we get at creating 
and, secondarily, explaining stability in groups and systems, the harder it seems 
to make or to account for change. If human collectives are bound by deeply 
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socialized practices and rituals, and rigidly constrained by the technological infra-
structures of their lives, how can they break out of those iron cages to craft safer, 
more supple and more sustainable forms of life? How, more particularly, do new 
ideas fi nd toeholds and footholds, let alone  take  hold, in settings confi gured by 
and for outworn modes of thinking and knowing, as well as their material embod-
iments? To make progress, it would seem, we need more dynamic models of the 
ways in which people arrive at common understandings of their condition, about 
what works as well as what has failed to work. How are such shared beliefs about 
the causes of success and failure constructed in advanced technological societies? 
And if we penetrate to the heart of that puzzle, can we also ask how systematic 
beliefs and forms of life may be  re constructed to let in new interpretative 
possibilities? 

 Put differently, stories about learning are, at one and the same time, epistemo-
logical stories. They are narratives of how people acquire trustworthy knowledge 
from experience – and how they either fi t new knowledge to old mindsets or trans-
form their cognitive habits, individually and collectively, so as to arrive at radically 
altered understandings. In modern life, moreover, those understandings encompass 
not only how people wish to order their relations with each other but also how they 
go about living with the products of their technological inventiveness. 

 In this chapter, I look at the nation state as an important analytic unit within 
which to explore the problem of such collective learning. There are several reasons 
for this choice. First, we know from several decades of cross-national research 
that risk issues are framed for public policy through nation-specifi c institutional 
and political forces that infl uence what is seen as potentially harmful and how 
such harms should be avoided (Jasanoff 1995; Jasanoff 2005; Vogel 1986). 
Accordingly, learning about risk often happens within a framework structured by 
the dynamics of national politics. Second, the cultures or styles of decision making 
within nation states affect the production of policy-relevant knowledge and 
discourse and thereby set the habits of thought and language that shape the possi-
bility of learning. For example, the vulnerability of US decision makers to legal 
challenge is associated with a preference in that country for seemingly objective 
and rational analytic tools, such as quantitative risk assessment (Porter 1995; 
Jasanoff 1986). But these techniques, in turn, frame which risks U.S. decision 
makers are likely to take note of and the parameters within which they will seek 
prevention or remediation (Winner 1986b: 138–54). Third, in a time of growing 
recognition that not only elites but broader publics, too, are key players in proc-
esses of learning, the nation state offers a critically important site for examining 
how citizens make sense of threats and disasters. Public ways of knowing, which 
I have elsewhere termed civic epistemologies (Jasanoff 2005), are constituted, 
displayed, and reaffi rmed within the decision-making processes of states, 
including those aimed at the management of risk and prevention of harm. 

 To illustrate these points, I adopt a comparative approach, looking at three 
episodes of learning following technological catastrophes in India, Britain and the 
United States. On the surface, the examples chosen from each country have little 
substantively in common: a chemical disaster in India (Bhopal), a food safety 
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crisis arising from industrial agriculture in Britain (‘mad cow’ or BSE) and a 
terrorist tragedy exposing vulnerabilities in civil aviation and urban infrastructure 
in the United States (9/11). They are, however, comparable in other salient 
respects that bear on learning. Each was perceived as a problem of national 
proportions with international ramifi cations, calling for solutions at national and 
supranational levels. Each precipitated years of public inquiry into the causes of 
what had happened, as well as public efforts to prevent similar disasters from 
occurring in the future; in that respect each event was a site of learning, as well as 
a site of memory.  2   In each case, the power of the state was invoked in distinctive 
ways to organize the search for truth, with important implications for the ‘truths’ 
that were revealed in the process. In each, too, policy closure of a formal kind was 
achieved, although the underlying narratives of cause and responsibility remained 
signifi cantly, and stubbornly, more open-ended. 

 Through a comparison of these three national policy-learning exercises, I hope 
to show that civic epistemology is, in a sense, foundational to contemporary polit-
ical cultures and helps defi ne the trajectories of learning within a given polity. I 
focus my analysis on one aspect of learning only: the efforts to determine a causal 
agent or agents in each instance, since identifying causes is a prerequisite to any 
subsequent efforts to target solutions and remedies. Who, or what, in short was 
held responsible for the breakdowns that precipitated each crisis or catastrophe, 
and how did those fi ndings, and their ambiguities, shape subsequent policy 
responses? I relate the answers to these questions, in turn, to the cultures of knowl-
edge making that steered national learning processes towards particular conclu-
sions. A point that emerges from this comparison is that the particularity of 
national civic epistemologies lies, in part, in the boundary that each framework 
constructs between factual and moral causes or, put differently, between respon-
sibility and blame.  

  India: Bhopal gas disaster 
 On the night of 3 December 1984, barely a month after the traumatic assassination 
of Prime Minister Indira Gandhi, India experienced the worst industrial accident 
ever recorded. The scene of the disaster was a pesticide plant run by Union Carbide 
in Bhopal, the capital of the central Indian state of Madhya Pradesh. Water seeping 
into a storage tank of liquid methyl isocyanate (MIC) – no one knew exactly how 
– released the chemical in a lethal gaseous form over the sleeping city. Though 
exact casualty fi gures will never be known, up to 3,500 people were estimated to 
have died from the immediate effects of toxic exposure and as many as 150,000 
people were permanently injured or disabled. 

 A tragedy of this magnitude necessitated prompt remedial action by the state 
and the Indian government did respond quickly. Action was complicated, however, 
by the heterogeneity of the network within which the events unfolded, a network 
that joined together in an unprecedented web of cross-national interactions, corpo-
rate entities, legal systems, medical experts, regulatory authorities and countless 
local victims (Jasanoff 1994; on technological networks, see Bijker et al. 1987). 
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At the level of physical causation, the story was clear to all: deadly toxic gas 
escaping from an identifi ed source had killed or injured large numbers of people 
living in the vicinity. At a systemic or moral level, responsibility was much harder 
to assign. 

 In the days, months and years that followed the disaster, the Indian government 
and other affected actors had to come to grips with the complexity of the ties that 
bound them, and these efforts led to vastly divergent causal accounts. To what 
extent, for instance, was legal ownership relevant to liability and how did it inter-
sect with blame? Union Carbide, the parent company, disavowed responsibility 
for events occurring at a facility managed by its Indian subsidiary, almost half-
owned by the Indian state, and entirely overseen by local staff and personnel. 
Whose neglect or failure, moreover, had precipitated the tragedy? Union Carbide 
offi cially maintained that it was an act of sabotage by a disgruntled employee – a 
theory that absolved the company of any legal or moral liability (Kalelkar 1988). 
At the opposite extreme, many Indian critics blamed a global power structure that 
permitted uncaring multinationals like Union Carbide to perpetrate ‘genocide’ on 
unsuspecting citizens of developing societies (Visvanathan 1985). Which of these 
views prevailed, if either, clearly had huge implications for future policy. 

 Medical science, too, failed to deliver univocal answers to important issues of 
causation. In the chaos following the gas release, both affected bodies and their 
specifi c affl ictions remained unrecorded. MIC’s irritant properties at very small 
doses were well known, and thousands of instantaneous deaths provided sombre 
evidence of the chemical’s lethal potency at higher exposure levels. But the long-
term effects on people who had been more peripherally affected remained unestab-
lished for decades. Because MIC was dangerous to handle, no studies had been 
done on its effects at low doses on the nervous system, the respiratory tract, vision 
or digestion, let alone on the psychological effects of being a gas survivor. Then, 
too, national and local medical authorities clashed with the victims in interpreting 
their symptoms and tendering appropriate remedies. A bitter technical confronta-
tion erupted within days of the accident, centring on whether MIC had broken 
down into cyanide in victims’ bodies, causing symptoms that sufferers claimed 
were alleviated by the antidote thiosulfate (Jasanoff 1994: 185–7). Experts sent in 
by the Indian government denied the victims’ claims of cyanide poisoning and 
debunked community efforts to act on an offi cially discredited theory. Ensuing 
governmental action to block thiosulfate distribution and to arrest and detain 
physicians offering the treatment left a legacy of distrust that persisted into the 
present century. 

 Legal disputes growing from the disaster proved as thorny as they were incon-
clusive. An initial descent on Bhopal of prominent American trial lawyers, 
scenting huge damage awards, prompted the Indian government, under the 
so-called Bhopal Act, to assume the sole right to represent all claimants under an 
extended  parens patriae  doctrine. A New York federal court refused to allow the 
case against Union Carbide to be tried in the United States, as India had requested, 
on the ground that adequate justice could be done by the Indian legal system, even 
though no industrial accident on remotely this scale had ever troubled the subcon-
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tinent’s courts. The complex legal skirmishes led in 1989 to an out-of-court settle-
ment of $470 million by Union Carbide, brokered by the Indian Supreme Court. 
It was closure of a kind – indeed, even a vindication of sorts for Bhopal victims if 
measured against the substantially smaller $180 million settlement in May 1984 
in the Vietnam veterans’ lawsuit against manufacturers of Agent Orange (Schuck 
1986). But from the victims’ social and psychological standpoint the closure was 
anything but settling. In exchange for money, the Indian government dropped all 
criminal charges against the company, thereby permanently foreclosing what 
many saw as the only morally supportable response to Union Carbide’s negli-
gence. The settlement swept under the carpet the political economic critique that 
had framed the accident as a natural consequence of deep structural imbalances in 
the world. For those who saw both the state and the multinational corporation as 
shoring up the corrupt structures of global inequality, the mere transfer of millions 
of dollars from one to another equally non-accountable actor brought cold comfort. 
Money alone could not remedy what some saw as a moral catastrophe. 

 The Bhopal disaster, then, opened up a nested set of possible causes – from 
individual malice to corporate negligence and from state failure to global political 
economy – without leading to a broad societal consensus on any one of these. The 
lack of resolution was poignantly in evidence during a fi eld trip to Bhopal that I 
made with a colleague in the summer of 2004, almost twenty years after the orig-
inal catastrophe.  3   By sheer coincidence, only in the week of our visit did the Indian 
government release the last instalment of the Bhopal settlement, ending years of 
confrontation over whether state authorities or victims were entitled to increases 
in the fund through interest accumulation and fl uctuating exchange rates. Local 
newspapers reported that the payouts would produce a short-term increase in sales 
of cell phones, scooters and other consumer goods, while patient groups main-
tained that the funds were barely suffi cient to cover the long-term costs of medical 
treatment and rehabilitation. 

 The funds will be paid out in due course, but the sense of justice denied still 
burns strong in many of Bhopal’s gas-affected citizens, some of whom were chil-
dren when the disaster happened. The recently fenced-in plant sits abandoned, in 
a densely populated, still unmodernized part of the city, home to grazing cows and 
memorialized only by a nondescript stone statue of a female fi gure near its 
entrance gate. At community centres and health clinics run by veteran activists, 
people whose lives were permanently scarred by the events of 1984 wait for a 
fuller redress that may never come. One of our informants stated that, for him, this 
case would not truly close until Warren Anderson, Union Carbide’s chief execu-
tive in 1984, served at least one symbolic day behind bars. Another activist leader 
focused on corporate responsibility from a different angle, describing the strate-
gies that he and his associates were following to hold Union Carbide’s new owner, 
Dow Chemical, responsible for environmental damage caused by the plant.  These  
claims, he insisted, had not been formally extinguished by the 1989 settlement and 
his group was pursuing political and legal opportunities in India and the United 
States in an effort to bring Union Carbide, through Dow, to book for offences that 
had never been properly accounted for. 
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 To the extent that Bhopal victims’ groups continue to assert successful claims 
against the Indian state, it is not so much through offi cial recognition of their 
health and safety claims as through the authenticity of their suffering. Twenty 
years after the precipitating events, after several changes of government and the 
assassination of Rajiv Gandhi, during whose prime ministership the Bhopal settle-
ment was negotiated, victims’ demonstrations seem still to have power to elicit 
responses from the state. One activist leader described, for example, a successful 
hunger strike that he and two colleagues had conducted in Delhi to persuade the 
government that the Bhopal Act did not pre-empt private litigation against Dow 
for environmental damage around the Union Carbide plant. What proved compel-
ling in this case was not a factual demonstration of how bad things are in Bhopal, 
but the expressive voice of a community which, through the uniqueness of its 
experience, gained and retains moral claims on a nation’s conscience – regardless 
of any divergences in their reading of the ‘facts’. 

 The tragic open-endedness of the Bhopal case so many years later speaks to 
features of public knowledge making in India that we will return to later in this 
chapter. For now, let us fl ag chiefl y the lack of anything approaching a defi nitive 
epistemological resolution: a time and place when all the major participants came 
together to agree on a common understanding of what had actually happened and 
what should be done on the basis of that shared knowledge. In the absence of such 
a moment of truth, multiple narratives of responsibility and blame continue to 
fl ourish in Bhopal, on the look-out for new external audiences or events to legiti-
mate them. Yet this very lack of resolution can be seen as a form of learning – not 
the kind that necessarily leads to regulatory change or institutional reform, though 
both did happen in the disaster’s wake (Jasanoff 1994), but rather the kind that, 
through its very incompleteness, reveals the impossibility of taming a cataclysmic 
event through necessarily imperfect managerial solutions. The open-endedness of 
learning at Bhopal offers in this sense its own redemption, by negating the possi-
bility of forgetfulness.  

  Britain: BSE, food safety and the restoration of trust 
 If Bhopal burst upon the stage of world history in a single night of death and destruc-
tion, Britain’s bovine spongiform encephalopathy (BSE or ‘mad cow’) crisis crept 
slowly into public consciousness over the course of much of a decade. The earliest 
signs of trouble appeared in the mid-1980s. Cows began to sicken mysteriously; 
they staggered and drooled as if gone mad and eventually died. The epidemic had 
affected 160,000 animals by 1996. This was bad news enough for the export-oriented 
British beef cattle industry, but regulators sensed the shadow of something worse 
around the corner. If whatever ailed the cows were to cross the species barrier and 
infect people, Britain might be faced with a public health disaster of unprecedented 
proportions. The Ministry of Agriculture, Fisheries and Food (MAFF), the agency 
responsible for both agricultural productivity and food safety regulation, took up the 
dual challenge for policy: to diagnose and stop the spread of illness in cattle and to 
allay the incipient offi cial concern that people, too, might be at risk from BSE. 
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 The second issue presented MAFF with a basic logistical diffi culty. How could 
the ministry launch an inquiry into a public health hazard of potentially epidemic 
scale (beef was, after all, Britain’s staple meat) without causing mass panic and so 
destroying an industry already burdened by the direct costs of coping with BSE in 
cows? Faced with this dilemma, MAFF followed the traditional British strategy of 
containment. A small, trusted body of experts, headed by Oxford Vice Chancellor 
Sir Richard Southwood, an eminent zoologist and policy adviser, was convened to 
recommend what actions should be taken both to assess the risks to public health 
and to stop the spread of infection. The committee was alarmed at the rapid and 
uncontrolled industrialization of animal husbandry, including the ‘unnatural’ 
practice of feeding ground meat and bone meal to cattle that most probably had 
caused the spread of BSE. Yet the face the state turned towards the public was one 
of calm reassurance, with both advisers and offi cials stating that the risk of disease 
transmission from cows to humans was too small for concern. The infective agent 
might have jumped the species barrier once, from sheep to cows, but the South-
wood committee saw little need to worry about a second jump from ruminants to 
human beings (MAFF 1989). 

 MAFF’s confi dence, together with that of its advisers, that BSE would not 
affect humans, and could be controlled in cattle through incremental restrictions 
on possibly infected cuts of meat, turned out to have been misplaced. An empiri-
cist culture of governance, never too happy with speculative judgements, could 
not write off the possibility of harm without seeking further evidence. British 
authorities began to monitor suspicious cases of human death from an illness 
known as Creutzfeldt-Jakob disease (CJD) and by 1996 enough instances of a new 
variant (vCJD) had been found to persuade them that the unthinkable had 
happened: ‘mad cow’ disease had crossed into people and it was essential to make 
that news public. On 23 March, Stephen Dorrell, the Secretary of State for Health, 
announced to Parliament that ten deaths from vCJD had been identifi ed in Britain. 
Against earlier expert predictions, it appeared that as many as several hundred 
thousand unsuspecting Britons might now be at risk of an irreversible and fatal 
degenerative brain disease caused by the same infectious agent as BSE.  4   The 
panic that MAFF had so assiduously sought to prevent suddenly gripped not only 
Britain but also the European Union and Britain’s non-European trading partners, 
most of whom immediately banned imports of British beef. Within Britain, too, 
the giant food industry took potentially contaminated beef off the shelves and 
turned to safer sources, such as Argentinian meat for use in McDonald’s 
hamburgers. The episode cost the UK public sector alone £4 billion. More impor-
tant, if less tangible, was the ensuing ‘civic dislocation’ (Jasanoff 1997) that 
caused citizens to turn away from government as a source of credible health and 
safety information and made the restoration of trust an urgent priority for Labour 
following its decisive electoral victory in 1997. 

 If neither Union Carbide nor the Indian state had wanted to resolve the multiple 
factual confl icts around the Bhopal gas disaster, the same could not be said of 
Tony Blair’s new Labour government and BSE. The government promised a full 
public inquiry, Britain’s favoured mechanism for ascertaining the facts after any 
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major breakdown or controversy. A lengthy process headed by Lord Phillips of 
Worth Matravers, a Law Lord, concluded in 2000 that MAFF and its technical 
advisers had made substantial errors of judgement, on the basis of imperfect 
understandings of the facts and of available policy options (Lord Phillips 2000). 
The inquiry identifi ed MAFF’s culture of secrecy (exceptional even in British 
terms) as an underlying problem that had prevented timely disclosure of risks and 
aggressive pursuit of scientifi c knowledge and policy alternatives. These fi ndings 
dealt a fi nal blow to a ministry that had for years been under fi re for its lack of 
transparency and close ties to agribusiness. MAFF was dissolved, its responsibili-
ties were transferred to other bodies, such as the expanded Department of Envi-
ronment, Food and Rural Affairs, and a new advisory committee, the Food 
Standards Agency, was formed to provide more transparent, consumer-oriented 
advice to government on matters of food safety. 

 From the standpoint of public knowledge making, however, what interests us 
most is the Phillips inquiry’s strategy for determining who was to blame for the 
BSE fi asco. Was it a failure of knowledge and competence, and if so of individuals 
or institutions? The committee was on surest ground when it concluded that MAFF 
and its advisers had acted contrary to widely accepted principles or easily acces-
sible public knowledge – put differently, when people seemed to have violated 
canons of common sense. Thus, in one instructive passage, the committee said:

  . . . we do not consider that the [Southwood] Working Party correctly applied 
the ALARP [as low as reasonably practicable] principle. Animals with BSE 
that had developed clinical signs of the disease were to be slaughtered and 
destroyed. No steps were to be taken, however, to protect anyone other than 
babies from the risk of eating potentially infective parts of animals infected 
with BSE but not yet showing signs. It is true that infectivity of the most 
infective tissues – the brain and spinal cord – rises signifi cantly shortly before 
clinical signs begin to show. It is also true that there were reasons to think that 
babies might be more susceptible to infection than adults.  But we do not 
consider that these differences justifi ed an approach that treated the risk from 
eating brain or spinal cord from an animal incubating BSE as one in respect 
of which there were no reasonably practical precautions that need be taken . 

 [my emphasis]   

 To empiricist judicial minds, trained in common law notions of reasonableness, 
it seemed obvious that infectivity could never be contained within strict physical 
demarcations (brain and spinal cord), any more than some beef-eating populations 
(adults in this case) could be declared absolutely unsusceptible to risk. Respon-
sible experts, the inquiry concluded, should have known that risk in a population 
extends across a continuum, from zero to certain harm, with corresponding oppor-
tunities for graduated precautionary action. It was plainly unreasonable, then, to 
target for protection only the high end of the risk continuum: babies exposed to 
brain and spinal cord tissue from infected but pre-symptomatic cattle. Other 
consumers, too, should have been provided for under the accordion-pleated 
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principle of ‘as low as reasonably practicable’ risk reduction. MAFF’s advisers 
had not acted commonsensically enough. 

 When it came to assigning individual responsibility, however, the committee 
was noticeably more hesitant. Expert bodies might be held accountable to widely 
accepted public health principles, such as ALARP, just as they might be expected 
to craft regulatory responses carefully fi tted to the uncertainties of the situation. 
But individual public servants could not be deemed at fault for errors of fact or 
judgement so long as they were acting in good faith, according to their best under-
standing of their duties. The following observations from the Phillips inquiry are 
instructive [paragraph numbers indicated; my emphasis throughout]:

   •   It is inevitable that an Inquiry such as ours focuses on what went wrong. The 
main point of having the Inquiry is to fi nd out what went wrong and to see 
what lessons can be learned from this.  This can be harsh for individuals. 
Their shortcomings are put under the spotlight. The overall value of the 
contributions that they have made is lost from view . We do not wish our 
Report to produce this result . . . (Lord Phillips 2000: 1245).  

  •   Those who were most active in addressing the challenges of BSE are those who 
are most likely to have made mistakes. As was observed in the course of the 
Inquiry, ‘if you do not put a foot forward you do not put a foot wrong.’ In this 
context we think it right to single out for mention Mr Meldrum. Mr Meldrum 
was Chief Veterinary Offi cer in Great Britain for almost the whole of the period 
with which we are concerned. He involved himself personally in almost every 
aspect of the response to BSE.  He placed himself at the front of the fi ring line 
so far as risk of criticism is concerned  (Lord Phillips 2000: 1250).  

  •    We are satisfi ed that where Mr Meldrum perceived the possibility of a signifi -
cant risk to human health he gave this precedence over consideration of the 
interests of the livestock industry  (Lord Phillips 2000: 1256).  

  •   We have criticized the restrictions on dissemination of information about 
BSE in the early stages of the story, which were motivated in part by concern 
for the export market. We suspect that this may have refl ected a culture of 
secrecy within MAFF, which Mr Gummer sought to end with his policy of 
openness.  If those we have criticized were misguided, they were nonetheless 
acting in accordance with what they conceived to be the proper performance 
of their duties  (Lord Phillips 2000: 1258).  

  •   For all these reasons, while we have identifi ed a number of grounds for indi-
vidual criticism, we suggest that  any who have come to our Report hoping to fi nd 
villains or scapegoats, should go away disappointed  (Lord Phillips 2000: 1259).    

 Evident in these quotations is a fi rm commitment to protecting public servants 
against undue censure for honest mistakes. This protectiveness is understandable 
in a political culture that values learning from experience – in which both experts 
and civil servants have traditionally risen to power and infl uence not merely, nor 
mainly, on the strength of technical credentials, but by showing that they have 
served the public interest to the best of their abilities (Jasanoff 1994, 2005). It 



68  Science and Public Reason

would not do, in this context, to make ‘villains or scapegoats’ of people who may 
have displayed intellectual shortcomings, but only through having placed them-
selves ‘at the front of the fi ring line’ of criticism, or who may have been misguided, 
but were acting throughout ‘in accordance with what they conceived to be the 
proper performance of their duties’. To penalize such people simply because of 
mistakes would be to deprive the state of a cadre of dedicated public servants that 
the nation could ill afford to lose. Unlike some national elites, who stand  above  
the people in skills and knowledge, British public servants ideally stand  for  the 
polity. They are people in and out of government who not only possess the virtue 
of selfl essness but who, through experience and service, have earned the right to 
see and know for the wider public – who embody, in other words, their nation’s 
civic epistemology, its capacity for generating reliable collective knowledge. 

 A change of government and a major public inquiry led in Britain to serious 
institutional redesign, most notably through the dissolution of a long-established 
ministry. At the same time, as we will see below, it left untouched core beliefs 
about the best way to preserve trust in government and to construct credible public 
knowledge for purposes of collective action.  

  United States: 9/11, aeroplanes and the failure of intelligence 
 The terrorist attacks of September 11 (2001) on the United States were, on one 
level, vastly different in kind from the methyl isocyanate and BSE disasters. 
Although the death toll of nearly 3,000 was close to the loss of life sustained in 
Bhopal, the event that came to be known as 9/11 was universally seen, unlike the 
two earlier tragedies, as having been caused by intentional human malice. The 
nineteen young Muslim terrorists who were among the dead that day were bent on 
killing Americans and destroying major symbols of American economic and 
political might, the twin towers of New York’s World Trade Center, the Pentagon, 
and possibly the White House or the Capitol. The attacks were immediately 
compared with the Japanese assault on Pearl Harbor that brought the United States 
into the Second World War. Framed as an act of war, 9/11 led in turn to military 
retaliations against Afghanistan, the prime training ground of the Al-Qaeda 
terrorist network, and Iraq, a country inimical to US interests in the world but not 
connected, according to offi cial fi ndings, with the 9/11 attacks. 

 Yet contained within the script of 9/11 was what we may with little stretch of 
the imagination view as a ‘normal’ technological disaster in the sense discussed 
by Perrow (1984). It involved the use of commercial airliners as weapons 
aimed at large buildings – thereby subverting the normal operations of two of 
modernity’s most foundational technological systems, transportation and urban 
infrastructure. Unsurprisingly, the 9/11 Commission’s sweeping remit under its 
authorizing statute of 2002 included a look at the security of commercial aviation. 
One of the Commission’s prime tasks was to determine how four aeroplanes could 
have been hijacked from three US airports and crashed into national landmarks, 
and how to keep such incidents from occurring again. Indeed, the fi nal report’s 
fi rst chapter is entitled, in words drawn from the fi rst transmission from the 
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hijacked American Airlines Flight 11, ‘ “We have some planes” ’ (9/11 Commis-
sion 2004). The chapter offers a blow-by-blow reconstruction of what happened 
on board each of the four doomed airliners and how aviation authorities had 
tracked but failed to intercept the planes. 

 True to the practices of a country in which open information is believed to be 
the cornerstone of political empowerment and rational policy making, the 9/11 
Commission identifi ed problems in the US intelligence system as the major reason 
for the surprise attacks. The report highlighted many institutional defi cits that had 
prevented information from being shared in timely fashion and so had kept the 
big-picture threat of Al-Qaeda from emerging with the kind of clarity that might 
have prompted preventive action. Important among these defi ciencies, the report 
concluded, were the organizational barriers that kept two of the nation’s foremost 
intelligence-gathering outfi ts, the Federal Bureau of Investigation (FBI) and the 
Central Intelligence Agency (CIA), from effectively sharing information related 
to terrorism. To counter those failures of coordination, the Commission recom-
mended the appointment of a single national intelligence director, whose job 
would be to pull the intelligence capabilities scattered among fi fteen separate 
federal agencies into a functioning, organic whole. It was neither the processes of 
information collecting, nor the nature of the information collected, that the 
Commission blamed. The fault was attributed instead to the absence of a single 
synthesizing institution that could absorb the available information and convert it 
into a credible, reliable assessment of the risk of terrorism. 

 Here and there in the report are suggestions that the Commission understood 
the diffi culty of building such an all-seeing, or all-knowing, eye within the govern-
ment. In a chapter called ‘Foresight – and Hindsight’, the Commission noted that 
the failures that had led to 9/11 included not only those of policy, capabilities and 
management, all of which presumably could be corrected through familiar changes 
in organization and governance, but also those of imagination, a far more diffi cult 
virtue to cultivate inside the routines of administrative practice (9/11 Commission 
2004: 339). Observing that ‘[i]magination is not a gift usually associated with 
bureaucracies’, the chapter went on to say:

  It is therefore crucial to fi nd a way of routinizing, even bureaucratizing, the 
exercise of imagination. Doing so requires more than fi nding an expert who 
can imagine that aircraft could be used as weapons. Indeed, since Al Qaeda 
and other groups had already used suicide vehicles, namely truck bombs, the 
leap to the use of other vehicles such as boats (the  Cole  attack) or planes is 
not far-fetched. 

 (9/11 Commission 2004: 344)   

 But here we confront a paradox. If it did not take  much  imagination to conceive of 
what happened on 9/11, why did the Commission identify lack of imagination as 
a key factor leading to the attacks? And if the use of aircraft as weapons could 
have been foreseen so easily, why did the relevant authorities fail to exercise the 
modest amount of imagination needed to forestall that event? 
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 The answer that emerges on the page following the above quote is telling: for 
imagination is here reduced, for all practical purposes, to routine administrative 
analysis. The Commission identifi es four fairly uncontroversial analytic steps that 
the Counterterrorism Center (CTC) might have taken but did not: analysis from 
the enemy’s perspective; development of tell-tale indicators; requirements for 
monitoring such indicators; and identifying systemic defences within terrorist-
controlled aircraft. None of these elements is presented as new or path-breaking. 
Indeed, they had become standard, the Commission suggests, in the years after 
Pearl Harbor, and CTC’s error lay in not using them well or at all. The methods 
‘did not fail’, the report concludes, ‘they were not really tried’ (9/11 Commission 
2004: 347–8). The alleged failure of imagination, then, was little more than a 
failure to do conventional risk assessment in the national security arena, in accord-
ance with long-established codes of practice. 

 The irony of this move – beginning with an ambitious attempt to chart new 
conceptual territory but returning to fi ghting yesterday’s war on yesterday’s terms 
– did not go unnoticed. A commentary on the 9/11 report by Judge Richard Posner, 
an acerbic social critic and one of America’s foremost apostles of the free market, 
blamed the Commission for proposing a solution that did not follow from its own 
analysis (Posner 2004). His own suggestions, based as he said on the Commis-
sion’s fi ndings, were more modest, specifi cally targeted and often technological. 
For example, with regard to airline safety, Posner called for better passenger and 
baggage screening, secure cockpit doors and override mechanisms to enable 
hijacked planes to be controlled from the ground. He also recommended more 
effective border controls, including biometric screening, and improved building 
evacuation plans, which he felt had received too little attention. 

 At bottom, however, Posner’s disagreements with the Commission rested on ideo-
logical foundations. Accusing the Commission of ‘herd thinking’ and a lean towards 
centralized planning, Posner charged that the proper solution to 9/11 was not a unifi ed 
intelligence system of questionable effi cacy that aggrandized the state. Consistent 
with market principles, Posner’s view seemed to be that the bottom-up forces of 
individual or small-scale entrepreneurship would do better at producing robust 
collective defences than top-down state coordination of all information sources:

  The Commission thinks the reason the bits of information that might have 
been assembled into a mosaic spelling 9/11 never came together in one place 
is that no one person was in charge of intelligence. That is not the reason. The 
reason or, rather, the reasons are, fi rst, that the volume of information is so 
vast that even with the continued rapid advances in data processing it cannot 
be collected, stored, retrieved and analyzed in a single database or even 
network of databases. Second, legitimate security concerns limit the degree to 
which confi dential information can be safely shared, especially given the 
ever-present threat of moles like the infamous Aldrich Ames. And third, the 
different intelligence services and the subunits of each service tend, because 
information is power, to hoard it. 

 (Posner 2004: 11)   
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 Posner concluded that, ultimately, there is very little a society can do to prevent 
truly novel risks like 9/11; it is therefore wasteful to engage in too much front-end 
planning to keep such surprises from happening. 

 In this respect, Posner’s dissent from the Commission’s conclusions echoes 
what another market libertarian, the late political scientist Aaron Wildavsky 
(1988), had said almost two decades earlier about the futility of advance planning 
against environmental and other hazards. In both Posner’s and Wildavsky’s esti-
mation, post-hoc determinations of causality, coupled with precisely targeted 
remedies, will serve society better than trying to predict harms in advance and 
predicting erroneously. Underlying both positions is a deep, and thoroughly 
American, suspicion of the state and its capacity to see, or know, for the people; 
in a culture committed to the discourse of transparency, the state arguably has no 
privileged position from which to see any differently than its individual members, 
who can see well enough for themselves.  

  Causal analysis and civic epistemology 
 What light do these three national disasters, and subsequent attempts to make 
sense of them, shed on our initial question: do human societies learn and, if so, 
how do they do it? As we have seen, all three events gave rise to long, costly, 
anguished efforts to identify the causes of tragedy and affi x responsibility accord-
ingly. For this purpose, it proved necessary in all three cases to produce bodies of 
communal knowledge that would underwrite and make plausible the causal anal-
ysis that the state wished to embrace for itself and to have its citizens endorse. In 
this section we ask how each effort refl ected or reinforced established national 
approaches to public knowledge making or, in other words, each nation’s charac-
teristic civic epistemology. To what extent were the explanations given for each 
event stamped or shaped by cultural commitments to particular ways of knowing? 

 As I have argued elsewhere (Jasanoff 2005), the credibility of governmental 
actions in contemporary knowledge societies depends crucially on the public 
evaluation of competing knowledge claims and the consequent production of 
reliable public knowledge. The concept of civic epistemology acknowledges the 
centrality of this dynamic. It refers to the mix of ways in which knowledge is 
produced, presented, tested, verifi ed and put to use in public arenas. These public 
knowledge-ways, moreover, are not universal but are grounded in historically 
conditioned practices that may vary from one national context to another. Seen in 
this light, civic epistemology is a constitutive element of political culture. In 
any functioning political community, including importantly the nation state, we 
can identify distinctive, shared understandings among citizens and rulers about 
what makes some sorts of knowledge claims or modes of reasoning seem more 
credible than others; public explanations, in turn, achieve robustness by meeting 
entrenched, institutionalized, cultural expectations about how to produce authori-
tative knowledge. 

 Cross-national comparisons, conducted thus far mostly among Western coun-
tries, have shown fi ve dimensions of possible variation in the practices of civic 
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epistemology: (1) the dominant styles of public knowledge making; (2) the methods 
of ensuring accountability; (3) the practices of public demonstration; (4) the preferred 
registers of objectivity; and (5) the accepted bases of expertise (Jasanoff 2005). 
Reviewing our three cases of causal analysis in the light of these factors reveals 
interesting contrasts that resonate with and extend earlier comparative research. 
These contrasts are summarized in  Table 4.1  and elaborated in greater detail below. 

 The organization of post-disaster inquiries in each country conformed to well-
known national  styles of public knowledge making . In India, the state took early 
control over medical and legal fact-fi nding following a disastrous accident, but, 
signifi cantly, was unwilling or unable to establish a process for making those facts 
authoritative.  5   In the absence of a defi nitive public inquiry, multiple accounts of 
suffering and blame continued to circulate, prompting, as we have seen, new 
claims and counter-claims as much as two decades after the original tragic event. 
Factually as well as morally, the Bhopal disaster refused to close; indeed, it 
spawned a tradition of social protest that promised to outlast the immediately 
affected generation and to reframe a case of failed industrial risk management as a 
question of global inequity and injustice. In Britain, by contrast, a judicial inquiry 
presided over by a Law Lord produced a consensual account of the facts and broad 
agreement on the institutional changes needed to prevent a recurrence – most 
particularly, the disbanding of the seriously discredited MAFF. Unlike the BSE 
inquiry, which followed an adjudicatory model, the US 9/11 Commission drew its 
authority from bipartisan representation and a politically negotiated unanimity. 
Not surprisingly, the Commission’s primary policy recommendation, the centrali-
zation of intelligence gathering, took the form of a managerial fi x that sidelined 
politics and values and quickly won the approval of both major political parties. 

 The methods for ensuring  accountability  in public knowledge production varied 
as much across the three cases as did the inquiry processes. In Bhopal, the company, 

Table 4.1 Civic epistemology: a comparative overview

India Britain US

Form of post-
disaster inquiry

Social protest Judicial inquiry Bipartisan national 
commission

Public knowledge 
making (style of)

Contentious; 
movement-based

Embodied; 
service-based

Pluralist; 
interest-based

Public 
accountability

Fluid assumptions; 
political

Assumptions of 
trust; relational

Assumptions of 
distrust; legal

Demonstration Elite knowledge vs. 
authentic experience

Common sense 
empiricism

Socio-technical 
experiments

Objectivity (strategy 
for)

Contested; view 
from somewhere

Negotiated; view 
from everywhere

Analytic; view from 
nowhere

Expertise (basis for) Institutional or 
political position

Experience Formal analytic 
methods
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the government and the victims were sceptical about each other’s approaches to 
fact-fi nding and this mutual suspicion never resolved itself. Union Carbide 
continued to insist on the sabotage theory, although the victims ridiculed it; the 
government continued to deny some of the victims’ health claims and pegged 
compensation to administrative classifi cations rather than to subjective assess-
ments of harm; and the victims continued to insist that they and their offspring had 
been irreparably damaged in ways not fully accounted for by offi cial medical 
experts or fi nancial reckonings. In marked contrast, the BSE inquiry produced a 
relatively uncontested version of the facts and a correspondingly uncontroversial 
allocation of responsibility. It held accountable institutional actors who, like 
MAFF or the Southwood working party, had failed to act on the basis of common 
knowledge and common sense. On the other hand, the inquiry exonerated indi-
viduals who, like Mr Meldrum, had made mistakes while sincerely carrying out 
their duty. For the 9/11 Commission, accountability was more a matter of following 
the appropriate analytic routines so as to ascertain objective facts; inexcusable 
error lay in agencies like the CTC not using information to the fullest and not 
pushing analysis far enough to uncover in-principle knowable truths. 

 Participants in knowledge making in all three countries relied on different forms 
of public  demonstration  to legitimate their particular epistemologies. In India, the 
company and the government used formal legal procedures to reach a settlement 
designed to make further fact-fi nding unnecessary. But the settlement never 
completely assuaged the victims’ sense of injury and as late as 2004 activist groups 
were still staging acts of conscience such as hunger strikes to win benefi ts from the 
state. Victims who never experienced the consolation of a day in court won instead 
a lifelong hearing in the courts of public opinion, in India and beyond. In Britain, 
the risk of interspecies BSE transmission was publicly admitted only after epide-
miological research uncovered evidence of a new pathology. Similarly, British 
authorities proved reluctant to set upper bounds on the number of possible human 
infections until they had accumulated several years of data on proved and probable 
incidents of vCJD. On both issues, certainty was achieved only on the basis of 
proofs that everyone found persuasive. In the United States, the two 9/11 explana-
tions that gained widest support were, on one hand, the massive failure of intelli-
gence and, on the other, the lack of suitable technological fi xes such as biometric 
passports and better baggage screening. Both are consistent with a civic culture in 
which breakdowns in social order are frequently framed as technological failures. 
By the same token, technology, whether social (like intelligence gathering) or 
material, is the preferred American means of problem solving and US rulers 
frequently gain support by demonstrating, through public socio-technical experi-
ments, that their policies work (Ezrahi 1990). 

 National strategies for establishing the  objectivity  of offi cial fact-fi nding also 
differed among the three cases. In post-Bhopal India, the major actors each claimed 
primacy for their own forms of knowledge, but on divergent grounds. Thus, the 
Indian government used its experts to produce offi cial counts of death and injury, 
but these were disputed by the victims and their representatives, who preferred to 
rely on subjective experience backed by community-based clinical observations. 
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Union Carbide also stuck by the opinions of its own experts, particularly on the 
issue of sabotage, implying that neither Indian offi cialdom nor the victims could 
be trusted to produce an unbiased appraisal of the facts. If the Indian knowledge 
claims represented a view from  somewhere  – that is, from a partisan political 
standpoint – post-BSE Britain took pains to construct the view from  everywhere , a 
consensual account that brooked no real dissent. Discernible within the inquiry 
fi ndings, moreover, was an acceptance of some truths as self-evident, for example 
when the committee agreed that infectivity rises shortly before clinical signs of 
disease appear and that babies are likely to be more susceptible to infection than 
adults. Statements such as these bear the stamp of a culture that readily accepts the 
possibility of communal vision. The 9/11 Commission, too, forged a common 
position, but it did so by sticking close to a dry reconstruction of the events 
and carefully excluding areas of possible partisan contention. The faults it found, 
similarly, were those of inadequate analysis and information processing rather 
than of moral or political short-sightedness (as in Bhopal) or of ignoring 
obvious facts (as in the BSE case). This approach to objectivity corresponds most 
nearly to what the philosopher Thomas Nagel (1989) has termed the ‘view from 
nowhere’ – that is, a view that is self-consciously shorn of interest or positional 
bias. 

 Finally, the three case studies of causal learning illustrate different notions of 
what constitutes legitimate  expertise . In the aftermath of Bhopal, it became clear 
that the major parties were willing neither to trust each other’s experts nor to 
accept any adjudication of the relative merits of their claims as dispositive. There 
was, in short, no shared credibility economy (Shapin 1995) in which experts for 
the warring interests could negotiate their cognitive differences and arrive at a 
common understanding. Expertise remained irretrievably tied to the parties’ 
institutional positions; valid knowledge, then, was not knowledge detached 
from political engagement but knowledge gained as an extension of politics. 

 The BSE case, by contrast, displayed at many levels Britain’s cultural commit-
ment to a transcendental notion of embodied expertise – that is, expertise acquired 
through experience, with the expert’s standing deriving not only from superior 
technical abilities but also from a proven record of public service (Jasanoff 1997). 
Lord Phillips, Sir Richard Southwood and Mr Meldrum all conformed to this 
image of the expert who stands above special interests, and the inquiry commit-
tee’s refusal to identify any ‘villains or scapegoats’ indicated a deep reluctance to 
question the merits of that kind of expertise. Individuals may have erred when 
they acted outside the bounds of common sense, but they were not held, for that 
reason, morally blameworthy. For the 9/11 Commission, which similarly blamed 
no individuals personally, the chief failure lay in the system’s inability to 
process information in accordance with appropriate frameworks of analysis. 
Experts, under this reading, were people possessing the necessary technical skills 
to read the tea leaves of passing events. Their job was to foster, through imper-
sonal analysis and appropriate organizational routines, the sort of preventive 
imagination that the Commission found so sadly lacking in the disastrous lead-up 
to 9/11. 
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  Conclusion: learning cultures 
 Bhopal, the BSE crisis and 9/11 were disasters on a scale that engaged entire 
nations in processes of collective self-examination and efforts at preventive 
learning. I have suggested that these efforts unfolded within, and were constrained 
by, the national traditions of producing and evaluating public knowledge that I 
have termed civic epistemologies. These institutionalized ways of coming to terms 
with communal experience are a feature of contemporary political cultures. They at 
once provide the means of sense making in tangled circumstances and discipline, 
to some extent, the kinds of reasoning that are considered robust or plausible within 
a functioning political community. The causes identifi ed and the people or institu-
tions held responsible in each case refl ected national commitments to holding still, 
or  not  questioning, certain features of each nation’s political culture, along with a 
willingness to undertake some forms of institutional reform or policy change. 

 The cases help us address a major problem identifi ed at the beginning of this 
chapter: how do we account for learning within extremely stable organizational 
settings, including nation states, that devote considerable energy and resources to 
withstanding change? The answer has to do, in part, with the heterogeneity of 
‘culture’ as displayed in these cases. Civic epistemology, in particular, is not a 
seamless way of knowing shared by all participants in a political community. Far 
from it. In India, for instance, all those who grappled with the consequences of 
Bhopal were engaged in producing public facts; yet their notions of how to make 
facts count and be authoritative were, and remained, apart. There was, to be sure, 
a formal fi nancial settlement of claims, but this did not constitute closure with 
respect to the moral narratives of suffering and blame that continued to circulate 
in India long after the events of December 1984. Events as much as two decades 
after the date of the accident suggest that the state and its citizens recognized the 
power of moral arguments to spill over and outlast resolutions reached solely on 
the basis of factual determinations or administrative convenience. 

 Britain and the United States both appointed offi cial bodies to inquire into the 
causes of the BSE fi asco and 9/11 respectively, but while both processes effec-
tively shifted the ground from moral blaming to institutional failure, neither 
succeeded in fully closing off alternate readings of the events. Closure on facts 
and evidence was perhaps most complete in Britain, but even in that relatively 
consensual environment disagreement quickly appeared over the adequacy of the 
government’s policy response. Criticism of the Food Standards Agency and the 
later vehement controversy over genetically modifi ed crops suggest that state and 
citizens remained sharply divided over crucial aspects of how to produce authori-
tative knowledge and robust explanations in areas of high uncertainty. In the 
United States, Posner’s dissent from the 9/11 Commission points to a similar 
persistence of multiple epistemologies within a single political system. Posner’s 
argument centred, after all, on the state’s capacity to serve as a consolidated nerve 
centre for anti-terrorist intelligence. In questioning the feasibility of that role, 
Posner spoke for critics from the right and left of the political spectrum who place 
more faith in local knowledge and decentralized action than in centralized mana-
gerial solutions based on seeing like a state (Scott 1998). 
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 Learning from disaster emerges out of these stories as a complex, ambiguous 
process – conditioned by culture, yet not easily forced into univocal, totalizing, 
national narratives. It is in the raggedness of accounting for tragic experience that the 
possibility of cultural reinvention ultimately resides. Comparisons of the sort under-
taken here help reveal the cracks in the paving stones of culture from which creative 
gardeners can coax into bloom new shoots of understanding and self-awareness.    

   Notes 
    *   In Bridget Hutter and Michael Power, eds.,  Organizational Encounters with Risk  

(Cambridge: Cambridge University Press, 2005), pp. 209–32.  
   1   ‘Where Have All the Flowers Gone?’ was arguably Pete Seeger’s best-known song. It 

was inspired by a Ukrainian folk song quoted in Mikhail Sholokov’s epic 1928 war 
novel  And Quiet Flows the Don . The opening lines were: 

 Where have all the fl owers gone, long time passing? 
 Where have all the fl owers gone, long time ago?  

   2   Historians use the term ‘site of memory’ to refer to places, including the imaginative 
spaces of works of art and literature, where communities repose, and reify, their memo-
ries of signifi cant past events. While this is not the place for a fuller discussion of 
history and memory, I note that the construction of memory is integral to the process of 
learning and that public policy – which is often based on an authoritative analysis of 
past events – therefore can be seen as an important site of memory in modern 
societies.  

   3   I was accompanied by Stefan Sperling, whose anthropological perspective has greatly 
enriched my own policy analytic interpretation of the lack of closure in Bhopal. We are 
particularly indebted to Abdul Jabbar and Satinath Sarangi for their time and generosity 
in offering personal interviews, supporting materials and introductions to others in the 
gas-affected communities of Bhopal.  

   4   By the end of 2002, 129 people would be diagnosed with confi rmed and probable cases 
of the disease (Andrews et al. 2003).  

   5   Some of the Indian government’s diffi culties may relate to the complexities of being 
embroiled in transnational litigation against Union Carbide, but other considerations 
had to do with avoiding potential liability for what had happened under its watch in 
Bhopal. These issues bear more detailed investigation than I am able to provide within 
the limits of this chapter. For additional perspectives, see Jasanoff (1994).    
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                 5 Image and imagination 
 The formation of global environmental 
consciousness  *     

     As the mood of the West turned retrospective and millennial in the fi nal years of 
the twentieth century, it became clear that the images by which Western societies 
were defi ning the meaning of this stretch of history had shifted their form and 
emphasis—from pictures of division and confl ict for the fi rst three-quarters of the 
century to those of interconnectedness at its end. War and destruction dominate 
the frames through which we look at most of the past hundred years: the disjointed 
march of troops from nowhere to nowhere on the battlefi elds of the Great War, the 
emaciated bodies and charred cities of the second and wider World War, the erup-
tions of American fi repower in the fi elds and villages of Vietnam, and the mass 
evacuations that presaged the killing fi elds of Cambodia. These images have not 
faded from our collective consciousness. Rather, they have gained secondary and 
tertiary currency through the commemorative efforts of contemporary historians, 
novelists, fi lmmakers, and museologists, all intent, it seems, on fi nding at this 
emotionally charged calendrical moment the appropriate visual languages to 
memorialize the century’s vast confl icts.  1   One need think only of the controver-
sies surrounding the U.S. Vietnam memorial and their resolution through Maya 
Lin’s inspired and refl ective roll call of names, the attack against perceived revi-
sionism in the  Enola Gay  exhibit at the U.S. National Air and Space Museum 
(Harwit 1996), Stephen Spielberg’s embrace of black-and-white cinematography 
in his 1993 opus  Schindler’s List , and the lengthy, emotional debates about how 
best to commemorate the Holocaust in Berlin, the once and future capital of reuni-
fi ed Germany. 

 Sometime during the last three decades of the century, however, images of 
connection, of dissolving boundaries, began to supplement, and at times crowd 
out, division in our visual and imaginative space. President Richard Nixon’s 
controversial visit to China in 1972 was perhaps a starting point, providing 
compelling television footage of one of the world’s most committed cold warriors 
visiting the shrines and monuments of the very nation he had fought so doggedly 
to isolate from communion with the West. The watershed year of 1989 brought 
additional stirring images, with the fall of the Berlin wall on November 9 sign-
aling the offi cial end of bipolar tensions and, to some, even “the end of history” 
(Fukuyama 1992). And on January 1, 1999, months before war-torn Kosovo 
gripped the television screens, the pictures of a new common currency, the 



Image and imagination  79

Euro—as yet available only in virtual form—made concrete the extraordinary, 
voluntary ceding of sovereignty through which eleven European nations sought to 
erase the scars and trenches of the two world wars that had split their continent.  2   

 One image perhaps more than any other has come to symbolize the Western 
world’s heightened perceptions of connectedness at the end of the millennium: 
that of the earth suspended in a void, captured by the cameras of the U.S. space 
program beginning with the Lunar Orbiter in 1966 and culminating with  Apollo 
17 , the last mission to land men on the moon.  3   The image confronts Americans 
today at every turn, from the revolving globe used as a background for so many 
televised, and now networked, news programs to the logo that wordlessly asserts 
the global reach of credit cards, airlines, automobile manufacturers, telephone 
companies, bookstores, academic programs, and virtually every other product or 
service that travels. It is also an image that catches the spirit of contemporary 
environmentalism, one of late modernity’s signature social movements. The 
picture of the earth hanging in space not only renders visible and immediate the 
object of environmentalists’ concern, but it resonates with the themes of fi niteness 
and fragility, and of human dependence on the biosphere, that have provided 
growing impetus for environmental mobilization since the 1960s. It is as well a 
deeply political image, subordinating as it does the notional boundaries of 
sovereign power in favor of swirling clouds that do not respect the lines 
confi gured by human conquest or legislation. It is in this respect a fi tting emblem 
of Western environmentalism’s transnational ambitions. 

 While many have pointed to the image of Earth from space as an artifact that 
fundamentally altered human consciousness, there have been few systematic 
attempts to explore how, when, or to what extent such a transformation occurred, 
let alone how this potent visual resource interacted with other, more commonly 
recognized political forces (for example, scientifi c knowledge, economic inter-
ests, or hegemonic power) in the formation of shared environmental awareness 
(for an exception, see Sachs 1994). There are several reasons why it is important 
to fi ll this gap. To begin with, the televised distribution of standardized visual 
symbols, and visual language more generally, is creating a global communicative 
resource whose political implications demand closer exploration. Images may 
transcend cultural lines in ways that words cannot, thereby helping to create 
communities of meaning and shared responses or demands that cut across 
ordinary linguistic and governmental divides. More generally, there is growing 
interest in the social sciences in the power of visual representation to sway both 
belief and action (Scott 1998). Sight moreover, like any sense, is now seen as 
something that has to be manipulated and disciplined in order for people in the 
aggregate to see things in the same ways.  4   The politics involved in constructing 
common vision has accordingly begun to draw attention. 

 This chapter, then, is a study of the reception of the image of planet Earth in 
American and, through U.S. mediation, international environmental politics. At a 
theoretical level, this project can be seen as contributing to the interpretive turn in 
international relations theory by attempting to understand better the role of ideas 
in promoting transnational cooperation and confl ict (Keohane 1988; Haggard and 
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Simmons 1987; Haas 1990b; Litfi n 1994). More specifi cally, it extends earlier 
work on epistemic communities by probing, within visual culture, one possible 
source of shared beliefs about the environment.  5   At the same time, the project also 
fi ts comfortably within the core research agenda of science and technology 
studies: it explores the creation of new knowledge about nature and its diffusion 
to varied audiences through technologically mediated visual representations.  6   The 
chapter’s organization refl ects these paired objectives. I begin by reviewing major 
strands in international relations theory and science and technology studies that 
deal with image making and its power to foster shared social and political aware-
ness. I then successively discuss the emergence of Earth consciousness in postwar 
politics, the early history of responses to the image of planet Earth, and its later 
thematization and uptake in the discourses of risk, politics, economics, and ethics. 
The chapter ends with refl ections on the merits of the planetary image as a resource 
for global action to protect the environment.  

  Common vision, concerted action 
 What makes people from different societies believe that they should act to further 
common goals, even if these goals require them to sacrifi ce or postpone perceived 
economic and social interests? In a world in which political will has classically 
been exercised through national institutions, how can we account for the rise of 
transnational coalitions, such as the contemporary environmental movement, that 
seem to articulate their objectives in defi ance of the positions of nation states? 
How, more generally, do people form commitments to collective action on a 
global scale, and from where do they derive notions of an international common 
good that are strong enough to override the intense but parochial pull of national 
self-interest? 

 A promising place from which to begin addressing these questions is Benedict 
Anderson’s infl uential work  Imagined Communities  (1991), which sought to 
explain how nationality became modernity’s most compelling social identifi er. 
Why, Anderson asked, has nationality proved to be such a peculiarly robust form 
of ideology, resisting for instance Marxism’s brave attempts to reclassify world 
politics in terms of shared class allegiances? Why are people willing to go to war, 
courting death in defense of nationhood, and why do they agree to do this even 
when, as in the case of Indonesia, the entity that commands their loyalty is a 
loosely connected string of islands with no plausible claims to linguistic or cultural 
unity? Rejecting geographic determinism as inadequate, Anderson defi ned the 
nation as “an imagined political community—and imagined as both inherently 
limited and sovereign” (Anderson 1991, 6). The move from physical to imagined 
demarcations proved intensely liberating to theoreticians of the state. Anderson 
and his many followers were able to probe the mechanisms by which people come 
to think that they belong to something so invisibly put together as a nation, and 
which, in short, endow the concept of nationhood with meaning. The turn 
to “imagined communities” made it possible to encompass within a single 
theoretical frame such disparate manifestations of nationhood as Austria-Hungary, 



Image and imagination  81

Indonesia, and the ultimately failed construct of postpartition Pakistan, its brackets 
not fi rmly enough welded through a shared Islamic faith to withstand the divisive 
force of intervening Hindu India. 

 Print capitalism plays a central role in Anderson’s story of nationalism. News-
papers, he argued, exerted a profound pull on social imagination, making it 
possible for people in far-fl ung places to read about and react to the same events 
at the same time. The printed page became the instrument through which people 
who previously had no connection with each other could now  imagine  that they 
were part of a single community, experiencing and participating in a single 
national drama. Readers were bound together by the newspaper’s inbuilt clock, 
which inexorably marked off the days (and, through morning and evening 
papers, even times of days), juxtaposed happenings from around the world in a 
collage of adventitiously related events, and rendered them obsolete the very next 
day with another collection of stories, equally random though united by the same 
seemingly inevitable logic. 

 Anderson originally ascribed to the controllers of the printed page an almost 
unlimited capacity to mobilize nationalism, but in the book’s second edition he 
added a chapter, more Foucauldian in inspiration, on three other institutions of 
power—the census, the map, and the museum—through which modern states 
have tried to discipline their citizens’ nationalistic imaginations. Through these 
institutions, enterprising states could manufacture or erase boundaries and 
histories, connections and divisions. A telling exercise in image making occurred 
at the fi fteenth anniversary celebration of Cambodia’s independence in November 
1968, in honor of which

  Norodom Sihanouk had a large wood and papier-mâché replica of the great 
Bayon temple of Angkor displayed in the national sports stadium in Phnom 
Penh. The replica was exceptionally coarse and crude, but it served its 
purpose—instant recognizability via a history of colonial-era logoization. 
“Ah, our Bayon”—but with the memcry of French colonial restorers wholly 
banished. French-reconstructed Angkor Wat, again in “jigsaw” form, became 
. . . the central symbol of the successive fl ags of Sihanouk’s royalist, Lon 
Nol’s militarist, and Pol Pot’s Jacobin regimes. 

 (Anderson 1991, 183)   

 Nationalism as “logoization,” imagination overwritten by image making—all 
possible, so Anderson argued, through a means of production that permitted 
images to be removed from context, made infi nitely reproducible, and so implanted 
in people’s minds as seedlings of national fellow-feeling. 

 This account of political community building strikingly resonates with work in 
science and technology studies that attempts to explain how scientifi c representa-
tions of the natural world acquire a hold on people’s beliefs. No one perhaps has 
done more to illuminate this process than Bruno Latour, the French ethnographer 
and philosopher of science, for whom the investigation of scientifi c knowledge 
in the making has long been coextensive with trying to understand what gives 
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scientifi c images and inscriptions their special persuasive power (Latour and 
Woolgar 1979). In one of his best-known expositions of the subject, Latour argues 
that the difference between “savage,” or prescientifi c, and “civilized,” or scientifi c, 
knowledge lies not so much in how people perceive reality but in the ability of 
modern science to  circulate  its perceptions by rendering them “mobile, fl at, repro-
ducible, still, and of varying scales” (Latour 1990, 45). Latour called the resulting 
inscriptions “immutable mobiles” because—unlike the  objects  that science observes 
(countries, planets, microbes)— representations  of them (maps, photographic plates, 
Petri dishes) can move around in fi xed forms created by the exertions of scientists. 

 To this point, there is a startling family resemblance between Anderson’s 
logoized nations and Latour’s immobilized inscriptions: both move, both can be 
mobilized, both are torn away from the specifi c circumstances of their production, 
gaining greater power through this erasure of history and context. Yet the two 
writers are profoundly at odds in their understanding of the forces that create 
mobility. For Anderson, capital is the prime mover. Without its support, states 
could not control the printing presses that produce the maps and images that 
impress themselves, in turn, on the awaiting minds of protonationalist citizens. 
Latour turns this argument on its head, insisting that it is the mundane craftsman-
ship of visualization that moves things and people, and so gives rise to power. In 
passages that read almost as if they were written to counter Anderson, or equally 
Foucault, Latour says that we continually misunderstand the relationship between 
science and power

  because we take for granted that there exist, somewhere in society, macroac-
tors that naturally dominate the scene: Corporation, State, Productive Forces, 
Cultures, Imperialism, “Mentalités,” etc. . . . Far from being the key to the 
understanding of science and technology, these entities are the very things a 
new understanding of science aad technology should explain. The large-scale 
actors to which sociologists of science are keen to attach “interests” are 
immaterial in practice so long as precise mechanisms to explain their origin 
or extraction and their changes of scale have not been proposed. 

 (Latour 1990, 56–57)   

 “Capitalism,” for Latour then becomes a special case of accumulation—that of 
money:

  Thus capitalism is not to be used to explain the evolution of science and tech-
nology. It seems to me that it should be quite the contrary. Once science and 
technology are rephrased in terms of immutable mobiles it might be possible 
to explain economic capitalism as another process of mobilization and 
conscription. 

 (Latour 1990, 59)   

 Latour’s commitment therefore is to elaborating the details of scientifi c practice 
(not, characteristically, of science funding), the workaday routines of sampling 
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and observation, recording and classifi cation through which an entire Amazonian 
forest, for example, can be transformed into a tractable, movable catalog of soil 
types and plant varieties, and ultimately even a theory of causation to explain 
whether the forest is advancing or retreating (Latour 1995). 

 Does the aggregated power of money control the technologies of representa-
tion, which then function as levers of ideology? Or does mastery of the craftwork 
of representation cumulatively give rise to power, lodged, as Latour (1990, 59) 
memorably puts it, in “centers of calculation” that in effect  make  the world by 
circulating particular interpretations of it? Or is the relationship between image 
and imagination altogether more complex, requiring visual stimuli to resonate 
with cultures of interpretation that help defi ne their ultimate meanings in time and 
place? Let us turn to an actual case. In this chapter we will investigate more 
exactly how a single image, that of planet Earth, became an inhabitor of Western 
consciousness and an icon, more particularly, of U.S. environmentalism. In doing 
so, we will not (following a typically Latourian program) seek chiefl y to retrace 
the networks of rocket and satellite production, nor the labyrinths of the military-
industrial establishment, that importantly enabled the making of the original 
image. Rather, we will focus on a less easily encapsulated dimension of the story, 
that of the image’s transmission, uptake, and interpretation within disparate 
communities of discourse and action.  7   Unlike Anderson and Latour, both of whom 
link their studies of power primarily to the technologies of image making and 
circulation, I aim to look more closely at the imagination of the viewers—and the 
self-conscious consumers—of this potent symbol of human and natural intercon-
nectedness. Without the participation of these ordinarily unsung actors, images 
would not be invested with the meanings that motivate political action.  

  Viewing Planet Earth 
 American commentators have frequently written of the transforming impact of the 
picture of Earth suspended in space, as captured on fi lm by successive  Apollo  
mission astronauts. The late astronomer Carl Sagan, whose televised program 
 Cosmos  won him something akin to cult status in the 1980s, was one of those who 
helped to popularize this theme:

  While almost everyone is taught that the Earth is a sphere with all of us 
somehow glued to it by gravity, the reality of our circumstance did not really 
begin to sink in until the famous frame-fi lling  Apollo  photograph of the whole 
Earth—the one taken by the  Apollo 17  astronauts on the last journey of 
humans to the Moon. 

 (Sagan 1994, 5)   

 Sagan selected a particular image as his icon, the one that shows Earth in the 
round, with no clouds concealing (to a culture familiar with conventions of 
mapping) the readily imaginable outlines of states in Arabia and the horn of 
Africa.  8   Environmentalists as a rule are inclined to agree with Sagan’s judgment 
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about the importance of that image. Writing in 1990, the ecologist Daniel 
Botkin said:

  It is more than 20 years since the phrase “spaceship Earth” was coined and 
made popular and 20 years since the Apollo astronauts took this famous 
photograph of the Earth from space—a blue globe, enveloped by swirling 
white clouds, against a black background—creating an image of a small 
island of life fl oating in an ocean of empty space. 

 (Botkin 1990, 5)   

 A remarkably similar point was made some years earlier by the World Commis-
sion on Environment and Development (WCED) in its infl uential report,  Our 
Common Future :

  In the middle of the 20th century, we saw our planet from space for the fi rst 
time. Historians may eventually fi nd that this vision had a greater impact on 
thought than did the Copernican revolution of the 16th century, which upset 
humans’ self-image by revealing that the Earth is not the centre of the 
universe. From space, we see a small and fragile ball dominated not by human 
activity and edifi ce but by a pattern of clouds, oceans, greenery, and soils. 
Humanity’s inability to fi t its activities into that pattern is changing planetary 
systems fundamentally. 

 (World Commission on Environment and Development 1987, 308)   

 The idea of a “scientifi c revolution” held particular appeal for others who 
commented on the  Apollo  picture. Laurence Tribe, at one time a critic of technol-
ogy’s instrumental rationality and later a constitutional scholar at Harvard Law 
School, remarked that this image—“the earth as a dramatically fi nite and surpris-
ingly delicate blue-green globe” (Tribe 1973, 620)—had ushered us toward “the 
fourth discontinuity.” This was a moment that displaced the human ego by making 
it conscious of the physical limitations of the place it inhabits. This decentering 
effect, Tribe and others have said, was on a par with three great intellectual discon-
tinuities of the past: the Copernican revolution, which displaced the earth from the 
center of the universe; the Darwinian revolution, which displaced human beings 
from the pinnacle of the tree of creation; and the Freudian revolution, which 
exposed the workings of the unconscious mind and made humankind aware that 
we are not, after all, masters in our own house. 

 Continuing the theme of scientifi c revolutions, some suggested that the picture 
of our lonely planet brought about nothing less than a paradigm shift in ways of 
thinking about how the world works. Lynton Caldwell, a leading fi gure in the new 
environmentalism of the 1970s, explicitly took this position:

  The change from the belief that the sun, moon, and stars revolved around the 
earth to the Copernican view of the earth’s place in the solar system was a 
paradigm shift. The change marked by [the aftermath of  Apollo ] is from the 
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view of an earth unlimited in abundance and created for man’s exclusive use 
to a concept of the earth as a domain of life or biosphere for which mankind 
is a temporary resident custodian. . . . The newer view sees it as an ultimately 
unifi ed system . . . that may supply man’s needs as long as he observes the 
system’s rules. 

 (Caldwell 1990, 21)   

 Elsewhere, Caldwell linked the image to the internationalization of environmental 
policy:

  The fi rst landing on the moon on 20 July 1969 and pictures of the Earth from 
outer space brought to many people a realization that their environment had 
many of the characteristics of a closed system. “Spaceship Earth” became a 
metaphor, and “Only One Earth” was the motto of the 1972 United Nations 
Conference on the Human Environment. 

 (Caldwell 1992, 67)   

 Another author, Joseph Campbell, suggested that the making and broadcasting of 
the  Apollo 17  trip had “transformed, deepened, and extended human conscious-
ness to a degree and in a manner that amount to the opening of a new spiritual era” 
(Campbell 1972, 239). 

 All these observations credit the planetary image with inducing a sudden, 
radical, and far-ranging shift in political consciousness, as human beings rede-
fi ned their understanding of what it means to live together on the earth. But the 
widespread acceptance of this reading by environmentalists runs counter to much 
of what we know about cultural responses to imagery. Whether in the history of 
science or in the history of art, it seems that images become persuasive only when 
ways of looking at them have been carefully prepared in advance, through the 
creation of a stylized visual idiom or an interpretive tradition that knows how to 
respond to particular types of images (see, for example, Jones and Galison 1998; 
Alpers 1983; also Sachs 1994). The meaning of pictures is inseparable from the 
context that supplies the idioms of interpretation. What, then, were the historical, 
political, and cultural circumstances in which the vision of Planet Earth acquired 
its now-canonical readings? Did the image give rise to demonstrably new forms 
of understanding about the environment and associated concepts of governance, 
or did it simply reinforce older habits and patterns of political association?  

  Narrative traditions 
 Many of the themes invoked in connection with the  Apollo  image predated the 
photographs that gave them unforgettable embodiment. In particular, refl ections 
on the earth’s fi niteness, its fragility, its limited resources, the interconnectedness 
of its physical and biological systems, and the fl imsiness of its geopolitical bound-
aries were all current in Western thought and writing well before the astronauts of 
 Apollo 17  brought back the most famous icon of the fl oating planet.  9   Thus, the 
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maverick American engineer and inventor R. Buckminster Fuller (1969), who 
prided himself on having viewed the earth imaginatively before there were astro-
nauts, coined the term  Spaceship Earth  to describe humanity’s fl ight on a superbly 
designed, self-contained vehicle lacking only an intelligible operating manual.  10   
Fuller’s metaphor quickly became popular in enlightened political circles. The 
infl uential British economist and environmentalist Barbara Ward (1966; see also 
Ward and Dubos 1972) borrowed the term, fi nding it a congenial hook on which 
to hang her own ideas about transnational harmony, sustainable development, and 
the need for global redistribution of wealth. Ward’s friend and philosophical ally, 
the noted liberal Democrat Adlai Stevenson, then U.S. Ambassador to the United 
Nations, observed in a speech before the UN Economic and Social Council in July 
1965, “We travel together, passengers on a little spaceship, dependent on its 
vulnerable resources of air and soil; all committed for our safety to its security and 
peace; preserved from annihilation only by the care, the work and, I will say, the 
love we give our fragile craft” (Stevenson 1979, 821). 

 Although Fuller and others spoke of the earth as a spaceship, it was the Univer-
sity of Michigan economist Kenneth Boulding who explicitly connected the plan-
et’s roundness with a global imagination of the environmental predicament 
(Boulding 1966, 3–14). Air travel, Boulding observed, had begun to accustom 
people since World War II with “the notion of the spherical earth and a closed 
sphere of human activity” (Boulding 1966, 3).  11   The sense of the planet as an 
enclosed system had gradually replaced the image of the frontier, with its wide 
open spaces and promise of endless resources. The new era, Boulding argued, 
would require a new kind of economic discipline: a “spaceman economy,” in 
which “man must fi nd his place in a cyclical ecological system,” replacing the 
earlier “cowboy economy,” which countenanced “reckless, exploitative, romantic, 
and violent behavior,” especially with respect to resource consumption (Boulding 
1966, 9). 

 Others, too, had begun to note that the triad of population, consumption, and 
pollution might place irreversible stresses on the planet’s health. Among the 
earliest and most infl uential voices in the United States was that of Rachel Carson, 
whose 1962 book  Silent Spring  offered a part-scientifi c, part-elegiac exposition of 
how the indiscriminate use of chemical pesticides was silencing bird populations 
throughout North America and gravely threatening all earthly life (Carson 1962). 
The Club of Rome, a prestigious association of scientists and intellectuals, went 
further. Using newly developed techniques of computer modeling, its controver-
sial report,  The Limits to Growth , predicted a sudden and drastic collapse of the 
Earth’s economic, social, and environmental systems (Meadows et al. 1972). 
Despite many methodological criticisms, the report’s catastrophist vision persisted 
as one of the enduring themes of modern environmentalism (Cotgrove 1982; 
Ashley 1983; Bloomfi eld 1986). 

 Perceptions of the earth as a closed system inspired less calamitous scientifi c 
stories as well. Most widely discussed perhaps is the so-called Gaia hypothesis, 
originated in the early 1970s by James Lovelock, a physicist working for the 
National Aeronautics and Space Administration (NASA), and further developed 
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with Lynn Margulis, a microbiologist known for her theory of the origins of 
eukaryotic cells. Versions of the hypothesis range from a weak (and uncontrover-
sial) form that merely posits complex linkages between biological and nonbio-
logical activity at the earth’s surface to stronger claims that the earth’s atmosphere 
maintains a steady state for the express purpose of sustaining life, and that biolog-
ical organisms actively manipulate their environment to this end (Lovelock 1979; 
Margulis and Lovelock 1976; Schneider 1991). It is not the validity or theoretical 
coherence of Lovelock’s and Margulis’s scientifi c ideas that is signifi cant for our 
purposes, but rather their integrative, planetary vision. An outgrowth of NASA’s 
interest in the possible existence of life on Mars, the Gaia hypothesis illustrates 
how the technology of space exploration fostered a global science of biogeochem-
ical interactions. Even before the space age allowed humanity actually to look the 
earth in the face, scientifi c imaginations were constructing narratives on a global 
scale about what was happening at the earth-atmosphere interface. 

 If the conquest of fl ight ushered in an age of environmental claustrophobia, it 
also made geopolitical divisions seem more vulnerable. By the late 1940s, the 
world’s major powers were already arrayed into the sharp dualities of the Cold 
War. The earth as a globe dominated the visual renditions of this new political 
dispensation. The standard view adopted by the superpowers looked down on the 
world from the North Pole. From this standpoint, image makers were free to 
decide only how much of the Southern Hemisphere they would include in 
their fi eld of vision. A 1947 report sponsored by the Council on Foreign 
Relations, for example, displayed the polar perspective as adapted from an offi cial 
chart used by the U.S. Air Force. The map was cut off at the 30th parallel, showing 
the top of north Africa and fringes of Iran and India, but nothing at all of Latin 
America. “Strategists,” the report observed, “term the area between the 30th and 
65th parallels the key zone since all modern wars have started there” (Baldwin 
1947). The same projection appears as a logo to this day on publications of 
Harvard University’s Belfer Center for Science and International Affairs, an 
institution whose identity was molded during the Cold War. Image and imagina-
tion, still powerfully fused, deny the emergence of a more complex, less bipolar 
political order. 

 Yet the implications of the global perspective have always been thoroughly 
ambiguous. The view from the pole could be read, on one hand, as an invitation to 
strengthen state sovereignty. A 1948 report by the President’s Air Policy Commis-
sion took just this tack, using the polar projection to underscore the threat of aerial 
war. Surveying the world from a position near Point Barrow, Alaska, and looking 
7,000 miles along the earth’s surface in all directions, the Commission graphically 
illustrated the emergence of “a new element through which this country may be 
attacked—the air.” The report called for a stronger air force as “the best conceiv-
able defense” against air attack (President’s Air Policy Commission 1948, 11). 
But the polar gaze equally supported messages of peaceful coexistence in the 
postwar world, as evidenced by the United Nations logo adopted in the same 
period. Although the North Pole again occupied the image’s center, no nation, 
however far from the central viewing point, was excluded from the UN’s 
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encompassing vision. Even Australia appears outlined in full at the outer margins 
of the UN world. 

 Finally, no account of the interpretive conventions that have grown up around 
the earth image would be complete without the voices of the astronauts who saw 
as eyewitnesses what the rest of humanity experienced only through pictures and 
television. Unwitting seers, confronting a vision for which little in life had 
prepared them, these observers tell what it was like to see the earth before anyone 
else had appropriated the images. Some were stirred to uncharacteristic eloquence. 
William Anders, a member of the December 1968  Apollo 8  mission that for the 
fi rst time saw the earth whole, set the tone for many later interpreters. Imagining 
the earth as a “little Christmas-tree ornament against an infi nite black backdrop of 
space,” Anders commented on its “fragility and fi niteness”:

  I fi nd it somewhat ironic that we went up there for the moon, but probably it 
was the Earth and the perspective of it that most impressed hard-bitten test 
pilots like us—and I guess the rest of the world—the most. Because the 
pictures of the fi rst Earthrise and the fi rst full Earth fl oating in space, I think, 
have been a major contribution in helping people get a better feeling for the 
Earth’s place in our lives and in the universe. You realize that Earth is about 
as physically signifi cant as one grain of sand on a beach. But it’s our only 
home. 

 (In Folger, Richardson, and Zimmer 1994, 38)   

 One recognizes in Anders’s groping phrases some familiar strains of contempo-
rary environmentalist discourse: fragility, fi niteness, insignifi cance, the unavoid-
able dependence of human life on this planet (“our only home”). Yet barely three 
and a half years later, when NASA was winding up the fi rst phase of lunar explo-
ration, the “hard-bitten” edge was back, and some members of the  Apollo 17  crew 
seemed able to take the spectacular earthscape for granted. Eugene Cernan records 
the following conversation with his fellow-traveler Harrison “Jack” Schmitt:

   C : “Oh, man—Hey, Jack, just stop. You owe yourself 30 seconds to look up 
over the South Massif and look at the Earth.” 

  S : “What? The Earth?!” 
  C : “Just look up there.” 
  S : “Aaah! You’ve seen one Earth, you’ve seen them all.” (Chaikin 1994)   

 If even astronauts on the moon could so quickly accustom themselves to one of 
the twentieth century’s grandest displays, then it hardly seems probable that the 
rest of humanity, preoccupied with innumerable local cares and confl icts, was 
drawn by the image to an all-new, enduring global ecoconsciousness. Did its mere 
dissemination—as capitalist logo or scientifi c “immutable mobile”—compel 
people to reimagine their political affi liations on a worldwide scale? Not so. 
As we will see, connections between the global image and an imagined 
global community evolved along more intricate pathways, as human actors and 
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institutions strove in disparate ways to assimilate, or exploit, the photographic 
evidence of their common destiny. Associated shifts from local or national to 
global environmental thinking—although they  can  be documented—have been 
neither seamless nor smooth, but rather subtle, sporadic, partial, and unevenly 
distributed among the world’s political communities.  

  Varieties of global experience 
 Global environmental consciousness, I am suggesting, did not coalesce all at once 
in response to a striking visual stimulus, but took shape gradually in diverse 
domains of social and political practice during the fi nal decades of the twentieth 
century. Strands of increasing global awareness can be traced in the discourses of 
risk, politics, commerce, and ethics. In each context, we observe a selective uptake 
of themes prevalent in older narratives of earthwatching, but reinforced and given 
new persuasive power through association with the  Apollo  photographs. 

  Framing risks globally 

 Most observers of American environmental politics agree that something 
happened to alter its character in the decade roughly marked by the publication of 
 Silent Spring  in 1962 and the celebration of the fi rst Earth Day, a nationwide event 
involving some 300,000 citizens, on April 22, 1970. Often termed the  new 
environmentalism , the movement born in this period of ferment diverged from 
earlier forms of environmental activism in its focus on people and their habitats 
rather than on the preservation of nature for its own sake. It was founded, according 
to one analyst, on “a broader conception of the place of man in the biosphere, a 
more sophisticated understanding of that relationship, and a note of crisis that was 
greater and broader than it had been in the earlier conservation movement” 
(McCormick 1989, 48). 

 Its targets, however, were initially local. They concerned fi rst and foremost the 
effects of pollution on common people’s homes and lives. Rachel Carson’s 
ground-breaking vision, as noted earlier, took as its central theme the harms 
caused by pervasive use of chemical pesticides. Although she imagined a whole 
world deprived of birdsong (her book began with a fable of poisoned landscapes 
and dying animals and vegetation), some of her most telling vignettes involved 
ordinary citizens reporting on changes in their immediate surroundings: the disap-
pearance of robins in one town, the decimation of swallows in another. These 
local insults added up to a problem of concededly national proportions. In 1970, 
President Nixon ordered the creation of the Environmental Protection Agency 
largely on the ground that a new organization was needed to coordinate a nation-
wide fi ght against pollution. But local issues continued to predominate in environ-
mental politics. In 1978, for example, toxic chemicals found in the basements of 
homes in the Love Canal area of Niagara Falls, New York, precipitated an intense 
fl urry of pollution-centered legislative and regulatory activity (see for example 
Levine 1982). This and similar episodes fueled the era’s most powerful form of 
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environmental mobilization, the NIMBY, a social movement whose tightly 
bounded,  local  imagination was synonymous with the slogan “not in my 
backyard.” Chemical pollution of communities remained a guiding theme of U.S. 
environmentalism well into the 1980s. 

 It was not until the later 1980s that a global conception of environmental protec-
tion rooted itself in Western consciousness. Almost imperceptibly, the causes and 
extent of environmental degradation (for example, deforestation, desertifi cation, 
ozone depletion) began to be defi ned across political domains far larger than indi-
vidual communities and even more encompassing than nation states. Attention 
began to shift from end-of-pipe controls on specifi c polluting facilities to ques-
tions of prevention and lifestyle change. A new term— sustainability —came into 
common use in policy discourse, bridging what had previously seemed an irrec-
oncilable contradiction between environmental protection and human develop-
ment. Appropriately enough, the book that heralded this new era was not the work 
of a single author with a distinctively personal vision, but of an international 
committee of experts, the World Commission on Environment and Development, 
chaired by Norway’s prime minister Gro Harlem Brundtland. Both in its title and 
by explicit reference (as quoted above),  Our Common Future  conveyed, and 
helped crystallize, a sense of the whole human condition, framed by the planetary 
image and global in its prescriptive scope. No longer would it be suffi cient for 
environmental activism to concentrate its energies primarily on the invasion of 
individual backyards by chemical pollution.  

  Global environmental politics 

 From NIMBY to a global politics of the environment, however, was no easy step. 
The transition arguably began with the age of space exploration, but its progress 
is not yet complete. That the earth image impels many observers to “think 
globally” has been apparent ever since the early satellite launches. Barbara Ward, 
for example, imagined the solidarity that U.S. astronauts must feel with their 
Soviet counterparts and speculated that their feat would erase the Cold War’s 
central political confl ict:

  When the astronauts spin through more than a dozen sunrises and sunsets in 
a single day and night; when the whole globe lies below them with California 
one minute and Japan the next; when, as they return from space, they feel 
spontaneoulsy, with the fi rst Soviet spaceman: “How beautiful it is,  our  
earth”; it is inconceivable that no modifi cation of consciousness or imagina-
tion occurs, no sense that quarrels are meaningless before the majestic yet 
vulnerable reality of a single planet carrying a single human species through 
infi nite space. 

 (Ward 1966, 146)   

 Her comments interestingly foreshadowed Anders’s testimony that the earth is “as 
physically signifi cant as one grain of sand” and yet “it’s our only home.” 
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 Perhaps self-consciously echoing Anders, Ward and her distinguished environ-
mentalist colleague Rene Dubos published a book in 1972 with the title  Only One 
Earth . This became the offi cial theme of that year’s Stockholm conference on the 
environment. Carl Sagan in turn gave the image an explicitly political spin, while 
reiterating the theme of humanity’s insignifi cance:

  We are too small and  our statecraft too feeble  to be seen by a spacecraft 
between the Earth and the Moon. From this vantage point, our obsession with 
nationalism is nowhere in evidence. The Apollo pictures of the whole Earth 
conveyed to multitudes something well known to astronomers: on the scale of 
worlds—to say nothing of stars or galaxies—humans are inconsequential, a 
thin fi lm of life on an obscure and solitary lump of rock and metal. 

 (Sagan 1994, 5–6; emphasis added)   

 The World Commission on Environment and Development similarly juxtaposed 
the transitory geopolitical constructions of the globe against an enduring ecolog-
ical view: “From space, we see a small and fragile ball dominated not by human 
activity and edifi ce but by a pattern of clouds, oceans, greenery, and soils” (World 
Commission on Environment and Development 1987, 308). 

 While astronauts, astronomers, and international experts identifi ed the earth 
image with coexistence and political interdependence, the use and enjoyment of 
environmental resources remained for many other actors tightly bound to national 
interests. A case in point was President Ronald Reagan’s astonishing and emphatic 
rejection of the draft Law of the Sea (LOS) convention following his election in 
1980. Here was an accord governing the oceans that had enjoyed bipartisan 
support in the Nixon, Ford, and Carter administrations and had seemed virtually 
ready for adoption by the late 1970s. It presented U.S. negotiators with an appar-
ently uncomplicated trade-off: increased navigational freedom, simplifying and 
counteracting a patchwork of jurisdictional claims by coastal states, in return for 
a decrease in the right to mine seabed resources, including manganese nodules, 
which developing countries saw as the common heritage of mankind (Sebenius 
1984). For those committed to the negotiation, the two issues were inextricably 
linked. Concession on seabed mining was the necessary price for avoiding the 
expanding territorial ambitions of coastal states. Yet as the negotiations went on 
for decades, fi ssures appeared in the U.S. position corresponding to changing 
perceptions of costs and benefi ts among some of the parties to the negotiation. 
American mining interests, in particular, came to believe that the draft treaty was 
penalizing them more than was warranted by corresponding gains on the side of 
navigation. As support crumbled for a comprehensive solution, combining navi-
gation and mining, a new Republican administration began to think the unthink-
able and pulled the United States out of the almost-completed negotiations. 

 The fate of the LOS conference in the 1980s can be seen in retrospect as a 
triumph of persistent nationalist claims to global environmental resources over a 
nascent internationalist worldview. This point was well understood by Richard 
Darman, vice chair of the U.S. delegation to the 1977 session of the third LOS 
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conference and a perceptive participant-observer of the treaty process. In an article 
in  Foreign Affairs , Darman argued that the conference was being driven, to the 
detriment of U.S. interests, both pragmatic and ideological, by a community of

  internationalist lawyer-codifi ers. The internationalists’ tendency to favor 
collective over individual action is combined with the codifi ers’ tendency to 
wish to see the world in neat static terms. Above and beyond practical 
considerations, there is an aesthetic antipathy toward the “disaster” of nonu-
niformity, and a general distrust of the possible benignness of self-regulating, 
dynamic processes. 

 (Darman 1978, 381)   

 Darman conceded that foiling the internationalist vision of a single regime for 
navigational and seabed governance carried a risk. The oceans occupying two-
thirds of the earth’s surface might be “carved up” along geopolitical lines in ways 
that would benefi t developed countries over developing ones. Political boundaries 
would in effect be drawn where none had previously existed. This, in turn, would 
create a problem of equity that might affect U.S. strategic interests. But this issue, 
Darman urged, should be addressed on its own terms through mechanisms such as 
loan guarantees and technology transfer. International equity did not require the 
United States to recognize the oceans as the common property of humankind or to 
countenance the development of new international institutions whose mandates 
would inevitably erode national sovereignty. Equity problems, in other words, 
could be redressed without having to accept the case for global ownership or 
control of the oceans. 

 When the Clinton administration signed a revised LOS convention in July 
1994, the offi cial explanation declared a victory for free-market principles over 
objectionable centralized planning and for sovereignty over loss of national 
control. A government fact sheet on LOS posted on the World Wide Web notes 
that the United States has won a guaranteed seat on key committees, increased 
power to block adverse decisions, and credit for exploration already undertaken 
by American companies (U.S. Department of State 1996). Clearly, framing the 
seas as an economic resource ran counter to the planetary imagination. A view 
founded on the necessity—even the rightness—of competition among nations 
blocked the emergence of transnational management institutions and a genuinely 
global politics of resource allocation. 

 A similar resurgence of national sovereignty can be observed under the Conven-
tion on Biological Diversity (CBD), even though this treaty, too, was initially 
conceived as an instrument for effectuating allegedly global environmental inter-
ests. By the late 1980s, alarm about rapid, worldwide extinctions of species and 
associated activism by leading biologists had created a demand for international 
action to protect the earth’s scarce biological resources (Takacs 1996). In response, 
the United Nations Environment Program (UNEP) initiated in 1988 a series of 
expert and intergovernmental deliberations with the aim of preparing a legal 
instrument for the conservation and sustainable use of biodiversity. Consistent 



Image and imagination  93

with these goals, the convention sought to address economic and social concerns 
along with scientifi c ones. The experts convened by UNEP were asked to take into 
account “the need to share costs and benefi ts between developed and developing 
countries” as well as “ways and means to support innovation by local people.” 

 The text of the CBD was adopted in Nairobi in May 1992 and opened for signa-
ture in June of the same year at the United Nations Conference on Environment 
and Development (the Rio “Earth Summit”). It entered into force in December 
1993, ninety days after the thirtieth ratifi cation. From the beginning, however, 
international efforts to balance conservation against development, equity against 
economics, and global management against national sovereignty proved to be 
highly contentious. A test of the convention’s attempted global framing of biodi-
versity arose in 1999 at a meeting in Cartagena, Colombia, to approve an interna-
tional biosafety protocol governing genetically modifi ed organisms. Acrimony 
between developing countries and major grain exporters caused the meeting to 
break down without any agreement being reached. A new round of negotiations in 
Montreal in early 2000 proved more productive, although the agreement reached 
there represented more a working conpromise among contrary interests than a 
global accord on basic presumptions. As in the case of LOS, environmentalism’s 
global ambitions bowed to pressure from economic interests defi ned at the national 
level. 

 One of the few environmental regimes in which the political ideal of “One 
Earth” arguably has come closer to fruition is that governing climate change 
(popularly better known as “global warming”). Here, there has been a convergence 
between the  scientifi c  construction of a problem that transcends national bounda-
ries (see Miller 2001) and a  normative  construction that recognizes the rights of 
developing as well as developed countries to be protected against the worst conse-
quences of greenhouse-gas accumulation in the atmosphere. Even on the scientifi c 
side, considerable work was needed to defi ne climate change as something other 
than the sum of local weather patterns—in other words, as a problem of “whole-
earth” dimensions. Prerequisites included the formation of the Intergovernmental 
Panel on Climate Change and its hard-fought acquisition of credibility as a body 
capable of representing the best scientifi c judgment with respect to climate change. 
This evolutionary story stands markedly at odds with the conventional account of 
the earth image as herald and harbinger of a sudden paradigm shift in environ-
mental consciousness. The emergence of climate change as a global phenomenon, 
moreover, coincided, as we will see, with the appearance of an ethical discourse 
that had no precursor in the politics of either LOS or biodiversity.  

  Commerce’s global ambition 

 U.S. environmentalists were not alone in sizing up the symbolic potential of the 
earth image. The picture of the planet became almost an instant classic in the 
visual repertoire of advertising, at fi rst retaining its connections to themes of envi-
ronmental stewardship, but gradually shedding these in favor of something more 
like “universalism” or simply “global reach.”  12   Commerce, environment, and the 



94  Science and Public Reason

earth in space were fi rst linked together in 1968 in the  Whole Earth Catalog , an 
entrepreneurial venture that both articulated and capitalized on the values of the 
new environmental movement. The cover picture showed the North American 
land mass almost entirely obstructed by a large white cloud; below appeared the 
caption “ THE UNIVERSE : from planet Earth on a sunny day.” Inside, the  Catalog ’s 
offerings emphasized environmental restoration, community building, simplicity, 
authenticity, and medical self-help. Supplements published over the next fi ve 
years all carried the same cover picture accompanied by the same message. A new 
version planned for the millennium continued several themes of the late 1960s. 
Consumers were still offered “tools for producing knowledge, reporting and 
broadcasting the news as you see it, and creating communities according to your 
own values and ideals” (Rheingold 1994). 

 Contemporary advertisers of services and products no longer link globality so 
explicitly to environment-friendly lifestyles. Instead, the planetary symbol tends 
to stress the deployer’s capacity to move people and products (and, in the case of 
television, images) effortlessly around the globe. Not surprisingly, the picture has 
become an important property for CNN, the cable news service that built its 
empire by bringing viewers face to face with events from the furthest reaches of 
the earth—with an immediacy prized equally in the White House and in the head-
quarters of some of the United States’s most intransigent enemies. Not only for 
CNN, but for many other advertisers, it is the imagined shrinking of time and 
distance between the consumer and the object of consumption that has become the 
image’s most alluring message. 

 Advertisements also illustrate the infi nite interpretive fl exibility of an image 
that has achieved iconic status throughout Western culture. Just as the Mona Lisa, 
the world’s most famous painting, has been adapted, interpreted, and sometimes 
subverted, to suit every taste,  13   so too has the planet’s portrait been manipulated in 
varied ways to create a universally accessible visual counterpoint to messages of 
persuasion and seduction. One commonplace strategy is to focus on the part of the 
globe on which the advertiser’s commercial activities are specifi cally targeted. 
Another is to superimpose the image on something else—for example, a burning, 
spherical candle or a pair of clasped hands—thereby hybridizing the instantly 
comprehensible sign of global interconnection with other, less normalized 
messages (energy crisis, regional business partnerships, company logos, and the 
like), which then are empowered to travel, as it were, on the shoulders of the earth. 

 These advertising pictures do not claim the power of direct representation, the 
seemingly literal transcription of a new reality celebrated by environmental 
writers and scientists. Consider, once again, Sagan’s evocative reading of the 
 Apollo 17  image, in which he fi rst zoomed in on its dense, geopolitical meanings 
before pulling back (as noted above) to a more abstracted, apolitical, indeed 
dehumanized gaze:

  There’s Antarctica at what Americans and Europeans so readily regard as the 
bottom, and then all of Africa stretching up above it: You can see Ethiopia, 
Tanzania, and Kenya, where the earliest humans lived. At top right are 
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Saudi Arabia and what Europeans call the Near East. Just barely peeking out 
at the top is the Mediterranean Sea, around which so much of our global civi-
lization emerged. You can make out the blue of the ocean, the yellow-red of 
the Sahara and the Arabian desert, the brown-green of forest and grassland. 

 (Sagan 1994, 5)   

 In commercial discourse, by contrast, Earth has no fi xed, human-made coordi-
nates. It is, as often as not, a dream image, as in an advertisement for Thai Airways, 
which shows an incredibly remote planet held at the eye of a huge silvery needle 
against a black velvet sky and a ribbon of deep purple, the advertiser’s signature 
color. Through their very ubiquity, however, these modifi ed pictures reinforce the 
status of the underlying “original” image as a common cultural resource; they 
appear and disappear as fi gments of our common imagination, even as they cater 
to our culturally calibrated desires.  

  A planetary ethics 

 Modern environmentalism includes at its core a widely acknowledged, if only 
imperfectly realized, ethical imperative to renegotiate human beings’ relationship 
with nature in the light of new scientifi c understandings. More than a generation 
ago, Boulding observed in his article on Spaceship Earth that we were as yet “very 
far from having made the moral, political, and psychological adjustments which 
are implied in [the] transition from the illimitable plane to the closed sphere” 
(Boulding 1966, 4). Now, more than two decades after the fi rst landing on the 
moon and the fi rst photographic portrayals of the earth from space, it is possible 
to identify at least three strains of ethical discourse that appear specifi cally to 
derive their force from a global, as opposed to a national or local, framing of 
humanity’s environmental predicament. 

 The fi rst is a gradual extension of the precautionary principle into transnational 
environmental policy. This legal precept originated in German law as one of fi ve 
fundamental principles governing environmental decisions. Briefl y stated, the 
precautionary principle asks for restraint on human activities that could harm the 
environment when there is not enough evidence to determine for sure whether 
such harm will occur. American environmental law has opted on the whole for a 
seemingly more pragmatic, risk-based approach that allows development to 
proceed when the benefi ts are calculated to exceed the probable harm.  14   

 With respect to environmental hazards of global scope, however, the utilitarian 
calculus of risks and benefi ts is harder to sustain than in the context of localized 
pollution problems from a waste dump or chemical factory. Uncertainties loom 
larger, and, within the contested frameworks of global politics, practices of anal-
ysis and reassurance cannot be as readily stabilized through well-worn channels 
of expert deliberation. The result has been to introduce what some international 
theorists have termed a  bias shift  away from problem solving toward a set of 
actions geared more toward prevention (Ruggie 1986). For example, as Karen 
Litfi n has argued, the Montreal accord on the control of ozone-depleting substances 
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would not have adopted nearly so stringent a set of targets had it not been for the 
discovery of the Antarctic ozone hole, which atmospheric science had not 
predicted and for which there was no obvious nonanthropogenic explanation 
(Litfi n 1994). 

 The second strand of an emergent global ethical discourse centers on the idea 
of sustainability and more specifi cally on concepts of stewardship for future 
generations. The World Commission on Environment and Development built the 
norm of stewardship into its very defi nition of sustainability in  Our Common 
Future , endorsing only those patterns of development that would leave future 
generations no worse off than their forebears in the present. Lynton Caldwell, for 
one, explicitly ties this shift to the  Apollo  image, which in his telling induced a 
move “from the view of an earth unlimited in abundance and created for man’s 
exclusive use to a concept of the earth as a domain of life or biosphere for which 
mankind is a temporary resident custodian” (Caldwell 1990, 21). The elaboration 
of intergenerational ethics as a legal principle likewise rests on a recognition of 
“the planet” as the appropriate spatial framing for sustainable environmental 
action. Edith Brown Weiss’s important treatise on the legal foundations of 
intergenerational ethics begins on a note familiar to all earthwatchers: “The human 
species inhabits a small, relatively new, and so far as we know, unique planet—
Earth. It is also a fragile planet” (Weiss 1989, 1). 

 The third ethical strand has to do with the obligations of the developed North to 
the developing South in matters of environmental policy. The recognition of such 
an obligation is not in itself new, as is evident from our earlier discussion of the 
Law of the Sea negotiations. Thus, even while espousing a position of unilater-
alism and national self-interest, Darman rejected the prospect of a highly inequi-
table regime for exploiting global seabed resources. Ethics, however, was 
embedded within the discourse of rational choice, where it became simply one 
more item to tote up along with other national interests. Acting ethically was no 
more important in principle than respecting the needs of the mining industry or of 
commercial shipping. Efforts to treat equity as a higher-order variable within LOS 
proved unsuccessful. Indeed, in his analysis of the U.S. withdrawal from LOS, the 
negotiation theorist James Sebenius has argued that developing nations’ attempt 
to promote a supervening,  transnational  ethical discourse—that of the New 
International Economic Order (NIEO)—was a prime reason for the formation of 
a “blocking coalition” and the eventual breakdown of the conference (Sebenius 
1991). 

 Claims about equity have received a more sympathetic hearing under regimes 
that have (unlike LOS and CBD) successfully constructed environmental prob-
lems on a transnational level, most notably ozone and climate change. Thus, an 
Indian environmental group, the Centre for Science and Environment, success-
fully deconstructed the tacit normative assumptions incorporated within early 
efforts to create objective measures of the “global warming potential” of green-
house gases (Agarwal and Narain 1991). Perhaps more important, the very kinds 
of equity arguments that were rejected by Northern nations when put forward 
by the South under the label  NIEO  now seem to carry greater moral as well as 
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political weight. Terms like  vulnerability  and  equity  have entered the language 
of global environmental accords. Both the ozone and climate change regimes 
explicitly recognize the special economic and ethical claims of developing nations 
through legal provisions ensuring delayed implementation, funding, and tech-
nology transfer. It is tempting to conclude that framing pieces of the natural world 
in global terms—such as the  ozone hole  or  climate —has facilitated an ethical 
discourse that also operates at the global level, without needing to be subordinated 
to the older calculus of national interests.   

  Seeing things together 
 The power of words to compel action has been a subject for philosophical and 
political analysis from Plato down to modern times. The power of images may be 
no less profound, especially in this era of mass visual communication, but it has 
yet to receive the same sustained scrutiny from social theorists. My object in this 
chapter has been to trace the complex pathways by which one image—that of 
planet Earth—has come to inhabit our political consciousness as an icon of global 
environmentalism. 

 A closer look at the image’s reception suggests that its connections with 
environmental thought and action have been anything but straightforward. The 
picture, to begin with, picked up and reinforced themes of the earth’s fragility and 
fi niteness that had begun to percolate through policy discourses decades before 
the space age began. In this way, it may have subtly helped to shift the perception 
of environmental risk from issues of purely local scope to longer-term concerns 
for human survival. Yet although it was appropriated early on to support argu-
ments for global environmental governance (witness the “Only One Earth” theme 
of the 1972 Stockholm conference), such thinking failed to move entrenched 
national interests in resource management regimes ranging from seabed mining to 
the protection of biodiversity. The image’s widespread exploitation by commer-
cial enterprises has underscored its iconic properties but arguably blunted its 
moral and political connotations. Possibly the most important consequence to 
fl ow from the planetary image is the visual anchor it has provided for emerging, 
globally articulated ethical concepts, such as the precautionary principle, 
sustainability, and intergenerational equity. 

 Global stewardship remains nonetheless a deeply contested concept. Battles 
over the Law of the Sea and biodiversity throw into sharp relief some of the dangers 
that people around the world—from the South as well as the North—perceive in 
allowing environmental risks, and their control, to be framed globally. The idea of 
international governance, especially in matters of natural resource management, 
carries for many the threatening specters of bureaucratic infl exibility, loss of sover-
eignty, and even new forms of colonial domination drawing their legitimacy from 
science. The planetary image, moreover, conveys a serene (some might say 
contemptuous) disregard for the human condition. Not only does it appear to erase 
the territorial claims of nation states, but it also renders invisible the day-to-day 
environmental insults suffered by billions of the world’s poorest citizens: dirty air, 
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polluted water, inadequate sanitation, infectious diseases, damaged crops, loss of 
green spaces, and the decay of built environments. Indeed, people themselves are 
eliminated from this image of environmentalism, as in some of the darker fantasies 
of ecofascism. As a dazzling offshoot of the twentieth century’s most destructive 
technological impulses, the photograph that preeminently symbolizes planetary 
togetherness ironically undermines its own authority in the eyes of skeptics. It 
promises an imagined community as encompassing as the earth itself, but is this a 
community in which those without the power to patrol the heavens, to map and 
perhaps to devastate the earth, can ever meaningfully participate? 

 I would like nevertheless to end this chapter on a note of mild optimism. Seldom 
in the course of preparing an academic publication have I encountered so much 
spontaneous interest among my U.S. conversation partners as in discussing the 
topic of this piece. Almost everyone I spoke with, it seemed, had his or her own 
favorite associations with the Earth image; many admitted to possessing a variant 
of it on some prized but mundane object, such as a T-shirt, a tote bag, or a poster. 
If general circulation models and integrated assessments belong to the “high” 
scientifi c language of global environmentalism, then for most Americans the 
picture of planet Earth surely belongs to its vernacular. It is not, if it ever was, an 
arcane “immutable mobile” that simply extends the dominance of instrumentally 
rational ways of perceiving the environment. Nor is it a decontextualized, 
impersonal logo through which an unscrupulous, hegemonic power is asserting its 
reach across the globe. Thoroughly domesticated and sustaining multiple 
meanings, the image may, after all, rekindle an associationism through which 
America’s too self-centered political culture can embrace in imagination those 
billions of others who also regard the Earth as their only home.   

   Notes 
    *    In Paul Edwards and Clark Miller, eds.,  Changing the Atmosphere: Expert Knowledge 

and Environmental Governance  (Cambridge, MA: MIT Press, 2001), pp. 309–37.  
   1   For the appearance of memory as a major theme in historiography, see Nora 1987. On 

war and memory, see Fussell 1975 and Winter 1995. Representations of the two world 
wars multiplied in both high and popular culture in the last decades of the century, as 
exemplifi ed by Michael Ondaatje’s  The English Patient  (in both novel and fi lm 
versions), Pat Barker’s  Regeneration  trilogy, and Stephen Spielberg’s  Schindler’s List  
and  Saving Private Ryan . For a comparative account of attempts to memorialize World 
War II in Germany and Japan, see Buruma 1995.  

   2   As of January 1999, only four (Britain, Denmark, Greece, Sweden) of fi fteen members 
of the European Union had not joined the European Monetary Union.  

   3   There are, in fact, a large number of pictures of the earth from space, as documented 
and archived by NASA’s Johnson Space Program; these may be viewed at NASA’s 
website. The most famous (as discussed below) is the  Apollo 17  picture of the whole 
planet, showing the horn of Africa and Saudi Arabia. Its popularity can be attributed to 
several factors, including the size and fullness of the planet, the absence of clouds, and 
the clarity and color of the visible land masses. Like all of NASA’s pictures, this one is 
not covered by copyright and can be downloaded from the web.  

   4   For instance, in a courtroom, the jury’s ability to see things is framed by the judge and 
discursively constituted by expert witnesses. See, in this regard, Goodwin 1994 (writing 
about the videotape in the Rodney King trial) and Jasanoff 1998.  
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   5   See, for example, Haas 1989, 1990a. See also my own argument that political analysis 
needs to take more seriously the ways shared epistemes are created and achieve 
standing in the political realm, in Jasanoff 1996, 173–197.  

   6   Representation has long been a topic of major interest in science and technology studies 
and there is a vast literature dealing with scientifi c representations in particular. For an 
introduction, see Lynch and Woolgar 1990.  

   7   By focusing on  regimes  of interpretation, I do not mean to suggest that individual 
perceptions are unimportant. There is clearly interesting research to be done on ways in 
which people in varying national or social surroundings have made sense of the image 
of the earth. This type of ethnographic work, however, lies outside the scope of this 
chapter.  

   8   One can only speculate on the reasons for this particular choice. It is, as noted, one of 
the relatively few earth images that shows the full globe relatively unencumbered by 
clouds. It therefore conforms well to the ways in which cultures familiar for some fi ve 
centuries with the artifacts of mapping, both spherical and two-dimensional,  expect  to 
see the earth.  

   9   It should be noted that representations of the earth seen as if from a distant vantage 
point in space were not unknown in the Western mapping tradition. For example, the 
 Celestial Atlas of Harmony , a magnifi cent series of engravings by the seventeenth-
century Polish cartographer Andreas Cellarius, displays the earth set amidst the other 
bodies of the solar system as conceived by the astronomers Ptolemy, Copernicus, and 
Tycho Brahe. In several of these illustrations, the earth appears as a delicately 
suspended, beautiful, blue-green globe.  

  10   Fuller noted that few people actually sense themselves to be in a spaceship because 
most have seen only small portions of the earth’s surface; even veteran pilots, he 
observed, had not viewed more than about one-hundredth of the earth. In a bow to 
Fuller,  Spaceship Earth  is the name given to the giant geosphere (a full rather than a 
half-sphere or geodesic dome) that marks the entrance to the Future World exhibit at 
Walt Disney World’s Epcot Center in Florida.  

  11   Boulding (1966, 3) specifi cally contrasted the new visual perception of the earth as a 
sphere with the earlier imaging of earth as “an illimitable cylinder, essentially a plane 
wrapped around a globe.”  

  12   This change in meaning may help to account for the image’s widespread use as a 
symbol of the new millennium in the fi nal years of the twentieth century. A detailed 
exploration of this phenomenon would be rewarding, but it unfortunately cannot be 
attempted within the scope of this chapter.  

  13   “She has also been used to advertise cheese, oranges, gramophone needles, cigars and 
ladies’ shoes in Italy, Spain, Holland and England. Her name is an unfailing password 
everywhere. The German post offi ce has issued the painting on a stamp. At the same 
time, she has given rise to many iconoclastic manifestations on postcards or cartoons, 
but they were friendly jokes and could also be taken for tokens of admiration” (Ottino 
della Chiesa 1985, 105).  

  14   To be sure, the precautionary principle also requires a balancing of caution against 
other desired policy objectives. Nonetheless, the principle’s very framing places a 
greater emphasis on prevention than the discourse of risk analysis. For a persuasive 
critique of risk-based environmental regulation, see Winner 1986, 138–154.    
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                 6 Contested boundaries in 
policy-relevant science  *     

     Recent advances in the sociology of scientifi c knowledge have emphasized the 
infl uence of social factors on the content of science. Facts are accepted as authori-
tative not necessarily because they can be empirically verifi ed, but because they 
are validated through processes of informal negotiation and can be ranged into 
frameworks of shared assumptions and inferences. Social processes colour the 
extent to which pieces of scientifi c knowledge are perceived as certain, leading to 
differences in the interpretation of the same facts by scientists of different 
disciplinary training.  1   In areas of high uncertainty, political interest frequently 
shapes the presentation of scientifi c facts and hypotheses to fi t different models of 
‘reality’.  2   The language in which scientists represent and legitimate their claims 
varies in accordance with the audience to which the representations are made.  3   
Accordingly, one’s impressions of the reliability of scientifi c knowledge can 
differ depending on whether one looks at the public language of science or at the 
private language in which scientists communicate their assessments of certainty to 
each other. 

 Though the sociology and philosophy of science both attest to the indetermi-
nacy of knowledge, science has for several centuries maintained its authoritative 
status as provider of ‘truths’ about the natural world. To discover some of the 
reasons, one can turn to further insights from the sociology of science, especially 
in the work of those who have made the structure of the scientifi c community 
their special study. A widely accepted line of explanation emanating from the 
Mertonian school stresses the shared norms that foster cohesiveness in science, 
even though its practitioners come from divergent geographic, cultural or linguistic 
backgrounds.  4   Other scholars have called attention to the restrictive processes of 
entry into science, which involve not only an esoteric professional training but 
screening by numerous ‘gatekeepers’, such as senior academic colleagues or 
editors of professional journals.  5   Cohesion within science is also fostered by 
‘invisible colleges’, ‘research circles’ or other informal networks that control 
the diffusion of scientifi c knowledge.  6   All of these mechanisms have helped to 
professionalize science, thereby enhancing the prestige and authority of its 
practitioners. Finally, the process of peer review, devised by scientists to validate 
each other’s discoveries, reinforces the position of science as an autonomous 
social institution requiring no external control. Peer review procedures reaffi rm 
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not only that scientists maintain strict checks on the quality of each other’s work, 
but that only professional scientists are qualifi ed to pass judgement on the truth or 
signifi cance of knowledge claims made by other scientists. 

 Much of the authority of science in the twentieth century rests as well on its 
success in persuading decision-makers and the public that the Mertonian norms 
present an accurate picture of the way science ‘really works’. Unlike politics, 
science is ‘disinterested’ and ‘objective’ and, unlike religion, it is ‘sceptical’. 
Accordingly, alone among major social institutions, science is believed capable of 
delivering a true picture of the physical world. Scientists have been quite successful 
in protecting this claim of exclusivity, jealously guarding their power to defi ne the 
public image of science, and warding off competing claims by rival disciplines, 
particularly religion and various manifestations of ‘pseudo-science’. Recent 
studies by Gieryn and others have drawn attention to signifi cant ‘boundary’ 
disputes between science and other claimants to cognitive authority, and have 
underscored the pivotal role of language in establishing claims about the nature of 
science.  7   

 The authority of science is seriously jeopardized when scientists are called 
upon to participate in policy-making. Administrative decision-making often 
requires a probing of the areas of greatest indeterminacy in science. Regulation of 
risks to health and the environment, in particular, involves issues at the frontiers 
of current scientifi c knowledge, where consensus among scientists is most fragile. 
Both science and regulation seek to establish facts. But the adversarial processes 
of rule-making employed in the United States presume that ‘truth’ emerges from 
an open and ritualized clash of confl icting opinions  8   rather than from the delicate 
and informal negotiations that characterize fact-fi nding in science. US administra-
tive proceedings tend to ‘deconstruct’ the views held by scientifi c experts.  9   This is 
most clearly evident in formal rule-making, where lawyers use adjudicatory 
procedures to illuminate areas of weakness in expert testimony, including bias 
and uncertainty. Even in informal rule-making, however, agencies engage in 
considerable deconstruction of science in order to persuade reviewing courts that 
they have considered all possible viewpoints and arrived at a reasoned conclusion. 
In such settings the exercise of informed professional judgement, central to the 
performance of science, is not enough to establish an expert’s credibility. An 
administrative process structured according to the rules of law depreciates views 
that cannot be supported by legally accepted forms of proof, such as empirical 
observations or published scientifi c authorities. 

 Although science is subjected to extreme deconstruction in the US regulatory 
process, the legitimacy of American regulatory decisions uniquely depends on 
rational justifi cation, in scientifi c as well as in economic and legal terms.  10   This 
means that regulators must eventually present the public with a convincing 
scientifi c rationale for actions dealing with technological hazards, marshalling 
the supporting data and rejecting contrary evidence as persuasively as possible. In 
the US regulatory system, this public reconstruction of the scientifi c basis 
for regulation is one of the key responsibilities of the administrative agencies. 
Regulations must be backed by the issuing agency’s own reading of the scientifi c 
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evidence, with confl icts and uncertainties resolved in light of the agency’s prior 
experience and its governing legal mandate. Through judicial review the agency 
head is held accountable for shortcomings in the scientifi c analysis as well as for 
the social and political consequences of regulation. Therefore, although scientists 
are often heavily involved in the early stages of decision-making, the scientifi c 
story presented to the public is fi nally a creation of the political process, and its 
ultimate test of validity occurs in the courtroom. 

 Governmental regulation of risk in the United States thus creates a partial 
overlap between the processes of scientifi c and legal inquiry and gives rise to 
competing claims of authority between science and government, particularly 
concerning the right to interpret the fi ndings of science. Adherence to the 
Mertonian norms, coupled with a long tradition of critical peer control, has given 
scientists an assured basis for claiming cognitive authority. The policy process, 
however, simultaneously casts doubt on the disinterestedness and the certainty of 
science. These revealed weaknesses provide grounds for political decision-makers 
to assert that they have a right to engage in interpreting science, especially in 
areas that are controversial. A partial removal of cognitive authority to the legal 
and political arena is seen as the only way of assuring that the interpretation of 
indeterminate facts refl ects the public values embodied in legislation as well as the 
norms of the scientifi c community. 

 With increasing governmental control over science and technology in recent 
decades, scientists and regulators have both acquired higher stakes in controlling 
the boundary between policy and science. Policy-makers have an overriding 
interest in responding fl exibly to changing political currents. To the extent that 
science can be represented as indeterminate, requiring judgement rather than fact-
fi nding, political decision-makers absolve themselves of the need to toe the line 
on any particular scientifi c orthodoxy. Emphasizing the indeterminacy in science 
also gives regulators a better chance of withstanding judicial review, since courts 
have traditionally been more deferential towards decisions based on discretionary 
judgements (‘policy’) than to those based on empirical fi ndings (‘science’). 

 For scientists, however, there are serious risks in allowing policy-makers to 
expose the cognitive indeterminacy of science. The process of deconstruction 
tends to exaggerate the extent to which science deviates from the Mertonian 
norms. It suggests, for example, that scientists frequently disagree in their inter-
pretation of data, that experts can be found to support virtually any reading of the 
evidence, and that the choice among different interpretations is ultimately either 
arbitrary or else coloured by political interest. Such themes, frequently sounded in 
regulatory controversies, challenge the view of science as a disinterested search 
for truth. They are profoundly detrimental to the scientist’s self-image, a point that 
is perhaps under-rated in sociological analyses of reward structures in science. At 
the same time, exposés of uncertainty and disunity in science undermine public 
confi dence and raise troublesome questions about whether scientists really deserve 
the symbolic and material rewards they have claimed from society in this century. 
Scientists, especially those whose work impinges on policy, thus have much to 
lose unless they can safeguard the classic normative view of science against 
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charges of excessive indeterminacy.  11   To shore up their claims to cognitive 
authority, scientists have to impose their own boundaries between science and 
policy, thereby coming into potential confl ict with policy-makers pursuing 
opposing interests. 

 In this paper I argue that many of the boundary disputes between science and 
policy are played out in the realm of language. The discourse of risk regulation 
has provided fertile ground for the creation of new linguistic labels whose primary 
function is to delimit the boundary between science and the political process. 
However neutral on their face, these terms are politically charged because they 
are used to explain or justify the allocation of power and prestige between the 
institutions of science and government. More generally, boundary-defi ning 
language not only serves the immediate interests of social and political groups, 
but, through the creation of new conceptual categories, opens the way for 
extending those interests to new or larger domains. The use of such language is an 
important strategic tool not merely for scientists and political offi cials, but for all 
other societal interest groups, such as industry and environmentalists, who have a 
stake in the way power is distributed among centres of scientifi c and political 
authority. A study of the way these disparate interest groups use boundary-
defi ning terms about policy-relevant science reveals their essentially contested 
character.  12   Subtle shifts in meaning and reference correspond to efforts by 
each group to ensure that risk disputes are controlled by the institutions most 
sympathetic to their political interests. 

 In spite of their competing interests in defi ning the boundary between policy 
and science, there are certain rhetorical benchmarks on which all parties agree. It 
is universally accepted, for example, that ‘science’ should not be infl uenced by 
politics and that judgements as to what constitutes ‘good’ science should be left to 
scientists. All agree, as well, that scientists should not be involved in making 
‘policy’. Scientists themselves are quick to acknowledge that policy concerns 
should be addressed through the administrative process,  after  science has provided 
all the relevant evidence to the agencies. But while no one doubts that science 
should be done by scientists and policy by policy-makers, the problem for each 
interest group is to draw the dividing line between science and policy in ways that 
enlarge its own control over social decisions.  13   Competition among these groups 
leads to differing defi nitions of the point at which the autonomy of science ends 
and the role of political decision-making begins. 

 This paper examines three contested boundaries that have acquired special 
visibility in the regulatory discourse of the 1980s. The fi rst concerns the attempt 
to defi ne ‘science’ itself by distinguishing it from related concepts such as 
‘trans-science’ or ‘science policy’. The second boundary is the uncertain dividing 
line between ‘risk assessment’ and ‘risk management’ around which much of 
the American regulatory debate has been organized in recent years. The third is 
the notion of ‘peer review’, a term used only lately in relation to science in the 
policy environment, but already endowed with different readings by different 
political interests. While the fi rst two disputes cover roughly the same terrain – 
how to distinguish science from policy – the debate about peer review seems to 
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break new ground, namely, the selection of procedures for deciding scientifi c 
controversies relevant to policy. I suggest, however, that the new rhetorical 
emphasis on peer review, as well as the varying meanings assigned to the term, 
refl ect the same political confl icts that underlie the other two boundary disputes. 
Talking about peer review instead of science policy or risk assessment thus repre-
sents a kind of rhetorical frame-shifting that is not untypical in political discourse.  

  Beyond trans-science 
 Regulatory problems demanding cooperation between scientists and public offi -
cials have been part of the political agenda in the industrialized countries for well 
over a century. The industrial revolution brought in its wake a variety of health, 
safety and environmental problems that required legislative or judicial attention, 
and experts played a growing role in shaping governmental responses. Until the 
1960s the cooperation between experts and public decision-makers appeared 
fairly unproblematic. Scientists provided government with technical information 
and advice, while administrators and judges formulated legal or policy decisions. 
Few asked whether the scientists were performing purely scientifi c assessments or 
whether their deliberations were entirely free from political infl uence. 

 For science in the policy context, the age of innocence ended in the early 1970s. 
The environmental movement gathered momentum, focusing attention on hitherto 
unsuspected risks to health and the environment. The United States, along with 
most other industrial nations, enacted a spate of new legislation in order to prevent 
cancer, birth defects, degradation of the environment, loss of wildlife and 
depletion of natural resources. These preventive policies placed unprecedented 
demands on the capacity of science to predict future harm. Fed by images of 
impending environmental disaster, the public turned to science for more sophisti-
cated methods of identifying and measuring risk. Science responded with a new 
emphasis on toxicological testing and increased use of predictive mathematical 
models. But this shift of scientifi c attention to the unknown, and possibly 
unknowable, effects of technology highlighted the intuitive, subjective and 
uncertain underpinnings of much of the advice that scientists provide to 
government. Moreover, the increasingly adjudicatory style of decision-making 
in the United States forced scientists to articulate their reservations about their 
technical assessments and generated questions about the coherence or reliability 
of policy-relevant science. 

 An important turning point for the relationship between scientists and regula-
tors came in 1972 with the publication of Alvin Weinberg’s article on ‘Science 
and Trans-Science’.  14   In this article, Weinberg alerted both the scientifi c and the 
regulatory community to the existence of a grey zone between science and policy, 
characterized by questions ‘which can be asked of science and yet which cannot 
be answered by science’.  15   Weinberg called this grey area ‘trans-science’, a term 
which, like C. P. Snow’s ‘two cultures’, struck an unexpectedly responsive chord 
among a wide audience. It seemed to capture a distinction that many had been 
groping for in trying to understand policy controversies based on science. But 
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subsequent elaborations of Weinberg’s analysis suggest that the versatility of 
the term ‘trans-science’ helped assure its popularity. ‘Trans-science’ became a 
skeleton key by which different interest groups could attempt to unlock different 
doors in keeping with their specialized political objectives. 

 The concept of ‘trans-science’ served a strategically crucial purpose for 
scientists interested in reaffi rming their professional authority. It suggested that 
the cognitive indeterminacy uncovered by the regulatory process was not intrinsic 
to science, but rather lay beyond or outside science. Conversely, an important 
corollary of Weinberg’s analysis was that science proper is untouched by the 
uncertainties and expert confl icts that necessarily occur in trans-science. Thus, 
while regulators could be allowed considerable leeway to probe, and even decide, 
trans-scientifi c issues, science itself should remain the undisputed preserve of 
scientists, to be performed, evaluated and tested in accordance with the internal 
norms and procedures of the profession. Weinberg himself was careful to draw 
out some of the policy implications of his boundary-defi ning terminology, 
particularly in relation to the structure of the decision-making process. The 
following passage is especially revealing:

  If the question is unambiguously scientifi c, then the procedures of science 
rather than the procedures of law are required for arriving at the truth. Where 
the questions cannot be answered from existing scientifi c knowledge or 
from research which could be carried out reasonably rapidly and without 
disproportionate expense, then the answers must be trans-scientifi c and the 
adversary procedure seems therefore to be the best alternative.  16     

 In other words, the deconstructionist techniques of establishing truth might be 
perfectly appropriate for trans-science, but they are out of place within the halls of 
genuine science. 

 A recent revisitation of the same boundary problem by Weinberg reveals even 
more clearly his desire to shield science against the taints of subjectivity, bias and 
disharmony that it acquires in the policy environment:

  No one would dispute that judgments of scientifi c truth are much affected by 
the scientist’s value system when the issues are at or close to the boundary 
between science and trans-science. On the other hand, as the matter under 
dispute approaches the domain of science, most would claim that the 
scientist’s extrascientifi c values intrude less and less.  17     

 The passage illustrates an unswerving commitment to the Mertonian ideal of 
science, a position Weinberg underscores by blisteringly attacking the sociolo-
gists of knowledge who, in his view, have presumed to project a contrary image:

  At least the more extreme of the sociologists of knowledge claim that using 
traditional ways of establishing scientifi c truth – by appealing to nature in a 
disciplined manner – is  not how science really works.  Scientists are seen as 
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competitors for prestige, pay, and power, and it is the interplay among these 
confl icting aspirations,  not the working of some underlying scientifi c ethic , 
that defi nes scientifi c truth. To be sure, these attitudes toward science are not 
widely held by practicing scientists; however, they . . . nevertheless exert 
important infl uence on other institutions . . . that ultimately infl uence public 
attitudes toward science and its technologies.  18     

 Weinberg’s concern quite clearly is that the uncertainties uncovered by the 
regulatory process will provide ammunition for those wishing to impugn the 
existence of an ‘underlying scientifi c ethic’ or to present a misleading picture of 
‘how science really works’. To guard against such attacks on ‘the core of 
science’,  19   Weinberg is prepared to concede a great deal of ground at the boundary 
between science and trans-science. His article on trans-science had already 
concluded that this boundary is ‘elusive’. In his more recent work, as noted 
below, Weinberg appears willing to admit that much of the so-called ‘science’ of 
probabilistic risk analysis – an increasingly important source of confl ict in 
regulatory proceedings – should be relegated to the trans-scientifi c side of the 
boundary. Indeed, Weinberg goes so far as to suggest that one should ‘defi ne a 
new branch of science, called regulatory science, in which the norms of scientifi c 
proof are less demanding than are the norms in ordinary science’.  20   

 For non-scientifi c actors in the regulatory process, what is at stake in the 
boundary dispute between science and policy is not so much the image of science 
or the scientist as the question of institutional power. In a given regulatory 
proceeding, who should determine how the boundary is drawn between science 
and trans-science? And once this line is established, who should decide the 
controversial trans-scientifi c issues and by what procedures? Weinberg’s original 
article seemingly viewed the boundary-defi ning function as a prerogative of 
scientists. In discussing the scientist’s place in the ‘republic of trans-science’, 
Weinberg commented that ‘though the scientist cannot provide defi nite answers to 
trans-scientifi c questions . . ., he does have one crucially important role: to make 
clear where science ends and trans-science begins’.  21   

 A somewhat different position has been advanced by administrative lawyers, 
who have viewed Weinberg’s analysis as a rationale for expanding the role of law 
and legal processes in decision-making at the frontiers of scientifi c knowledge. 
Within the growing body of legal scholarship on science and the regulatory 
process, Thomas McGarity’s work on discretionary decision-making in the 
Environmental Protection Agency (EPA) and the Occupational Safety and Health 
Administration (OSHA) has proved particularly infl uential.  22   McGarity was 
drawn to an exploration of the boundary between science and policy through a 
study of efforts by the federal agencies to control chemical carcinogens in the 
1970s. This regulatory endeavour presented the agencies with seemingly intransi-
gent technical problems. Federal regulators recognized that the existence of a 
cancer risk to humans can seldom be established by means of direct evidence, 
since there is a paucity of reliable epidemiological data linking specifi c chemicals 
to cancer. As a result, regulatory determinations that a chemical may pose a cancer 
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risk depend mainly on secondary evidence, such as animal tests and studies of a 
compound’s capacity to induce mutations. But the interpretation of such data is 
fraught with uncertainty and expert disagreements, and the regulatory outcome 
seems to depend less on science than on the institutions and procedures that are 
used to resolve the proliferating technical confl icts. 

 Over the past fi fteen years a number of federal agencies have taken up the 
challenge of creating a principled framework for regulating carcinogens. EPA and 
OSHA took the lead on this issue in the 1970s because of their pre-eminent role in 
controlling toxic substances. Later their efforts were paralleled or supplemented 
by the initiatives of the Interagency Regulatory Liaison Group (IRLG), which 
was active during the Carter administration, and by the Offi ce of Science and 
Technology Policy (OSTP).  23   The approaches taken by each of these agencies 
have differed in form and scope. EPA and IRLG issued their principles of 
carcinogenic risk assessment in the form of relatively fl exible guidelines, while 
OSHA attempted to cast its generic cancer policy in the shape of more formal 
regulations. OSTP tried to steer clear of making policy judgements in its risk 
assessment principles, whereas the other agencies acknowledged that policy 
determinations were needed in order to bridge areas of uncertainty. With regard to 
science, however, all of these frameworks adopted a basically deconstructionist 
approach. As a result, the number and complexity of principles used to defi ne the 
process of risk assessment have increased over time. The agencies have become 
more and more sensitive as well to the need to characterize the uncertainties in 
carcinogenic risk assessment, and have developed elaborate methodological 
caveats for dealing with uncertain issues. 

 McGarity’s analysis of carcinogen regulation by OSHA and EPA focused on a 
class of issues which he described as ‘science policy’ because ‘both science and 
policy considerations play a role in their resolution’.  24   It is useful to look at his 
detailed elaboration of the science policy concept, since it too has gained currency 
in the discourse of health and safety regulation. Under the heading of science 
policy, McGarity included three broad types of issues: fi rst, questions that are cast 
in scientifi c terms, but are inherently unanswerable by science for practical or 
moral reasons;  25   second, questions that cannot be answered because of insuffi cient 
scientifi c data, but are theoretically subject to resolution given adequate time and 
resources; and third, questions characterized by expert disagreements about either 
the interpretation of scientifi c studies or the inferences drawn from them. A careful 
reading of Weinberg’s work suggests that he was well aware of such differences 
in the typology of ‘unanswerable’ questions and meant to subsume them all within 
the phrase trans-science.  26   Thus, it is diffi cult to argue that in purely conceptual 
terms McGarity’s phrase ‘science policy’ marks a clear advance over the notion 
of trans-science. Nevertheless, the newer label continues to be widely used in 
discussions of science-based regulatory decisions. The explanation seems to lie 
largely in the term’s connotations, which carry different rhetorical and strategic 
implications than those associated with the term ‘trans-science’. 

 Perhaps the most signifi cant feature of the phrase ‘science policy’ is that it has 
prescriptive overtones that are favoured by analysts trained in administrative law. 
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Science policy, after all, can be regarded as just another specialized subfi eld 
of policy which can be governed by the normal institutional and procedural 
controls of American administrative law. This point of view dominates 
McGarity’s own writing. For example, he recognizes as clearly as Weinberg 
that the boundary between science and science policy is likely to be disputed, 
so that ‘the regulator will need a mechanism for deciding whether an issue is in 
fact a science policy issue’.  27   The mechanism McGarity proposes, however, is 
‘direct oral testimony with cross-examination’, a legalistic solution, which 
leaves ultimate authority for distinguishing between science and science policy 
in the hands of a judge or administrator rather than under control of scientifi c 
experts. 

 In his essay on EPA and OSHA, McGarity examined the procedures that 
might be appropriate for resolving science policy questions. In keeping with the 
author’s disciplinary biases, the article unquestioningly assumed that these 
procedures should be derived from the existing framework of administrative law, 
a framework that favours a principled, judicially reviewable mode of decision-
making. The focus of McGarity’s analysis was a comparison of two different 
approaches to deconstructing the scientifi c basis of policy decisions: the innova-
tive ‘generic’ procedures developed by EPA and OSHA in the late 1970s and the 
classic adjudicatory model of establishing the truth in disputes over scientifi c 
facts. The former approach sought to resolve certain issues relating to chemical 
carcinogenicity at a generic level, while the latter aimed at establishing the effects 
of particular substances through individualized, trial-type proceedings. The 
important point here is that McGarity considered  all  science policy issues as 
suitable for resolution through one or the other approach, each calling for a public 
deconstruction of scientifi c evidence followed by reconstruction according to 
established judicial or administrative rules. The open question for McGarity was 
merely how to choose between the two processes. Should the procedures adopted 
by the agencies be generic or particularized, informal or adjudicatory? 

 The strategic importance of these assumptions became clearly apparent in a 
controversy over formaldehyde, which EPA attempted to regulate during the ill-
fated administration of Anne Gorsuch.  28   Formaldehyde met EPA’s and OSHA’s 
principal generic criteria for treating chemical substances as potential human 
carcinogens. An inhalation study in rats showed that formaldehyde is an undis-
puted animal carcinogen, producing nasal tumours in a high percentage of the 
exposed rodents at high doses. The compound also responded positively in a 
variety of tests for detecting mutagenicity. Nevertheless, John Todhunter, then 
EPA’s assistant administrator for toxic substances, determined that formaldehyde 
did not present a signifi cant cancer risk to humans. He reached this conclusion by 
assessing the properties of formaldehyde that seemed to weigh against a fi nding 
of carcinogenicity: negative bioassays in mice and other animals; negative 
results in studies using routes of administration other than inhalation; the absence 
of positive epidemiological fi ndings; and the apparent reversibility of cell damage 
caused by exposure to formaldehyde at low doses or for short durations. These 
pieces of evidence led Todhunter to argue that the effects of formaldehyde on rats 
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should be regarded as species-specifi c, hence not inherently problematic from the 
standpoint of human health. 

 In building his case on formaldehyde, Todhunter exercised the US 
administrator’s privilege of picking and choosing from the scientifi c record those 
bits of data that best supported his policy decision. The problem, however, was 
that a backdrop of prior EPA rule-making constrained Todhunter’s freedom to 
exonerate formaldehyde from the suspicion of carcinogenicity. In particular, 
EPA’s pre-existing guidelines for assessing carcinogenic risk indicated that 
regulators should attach much greater weight to positive than to negative studies 
when evaluating confl icting data on carcinogenicity. Todhunter’s deviations 
from this cardinal principle drew outraged reactions from environmentalists, 
Congress and members of the scientifi c community.  29   One vocal and highly 
effective critic, Nicholas Ashford, took the administrator to task for his 
mishandling of science policy.  30   By invoking this concept Ashford defended 
a particular approach to decision-making which, in the case of formaldehyde, 
might well have led to a different regulatory outcome from that intended by 
Todhunter. 

 Ashford’s defi nition of ‘science policy’ highlighted the policy component of 
decisions at the borderline of science and policy:

  The term ‘science policy’ denotes issues that are grounded in scientifi c 
analysis but for which technical data are insuffi cient to support an unequiv-
ocal scientifi c conclusion. The ultimate resolution of these issues depends on 
determinations of social policy.  31     

 This defi nition suggests that disagreements within science – signalled by the 
absence of unequivocal conclusions – suffi ce to characterize disputed technical 
issues as science policy. Having emphasized the non-technical dimensions of 
science policy, Ashford also stressed the need to maintain traditional administra-
tive values in making science policy decisions, for example, openness and 
adequate public notice, especially when departing from prior agency proposi-
tions.  32   Such procedural requirements, Ashford charged, were violated by 
Todhunter’s private and unilateral decision to downplay the cancer risk presented 
by formaldehyde. 

 This argument sounds compelling if one accepts the major premises underlying 
Ashford’s and McGarity’s analyses of science policy: that issues characterized by 
insuffi cient data or expert disagreements should not be classifi ed as pure science 
but as science policy; that procedures for dealing with such issues should be 
defi ned by agencies rather than scientists; and that regulators should control 
decisions about whether particular issues should be categorized as science or 
science policy. It follows reasonably from these assumptions that changes in 
science policy should be made in accordance with the legal requirements that 
apply to administrative policy-making in general. 

 Ashford went even further. He suggested that policy considerations can 
override science altogether in resolving disputes about science policy:
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  In appropriate circumstances, of course, the agency may depart from scien-
tifi c opinion on science policy issues. These issues do, after all, involve policy 
determinations, and accordingly should be made by the governmental entity 
charged with refl ecting the will of the people through the execution of a 
congressional mandate.  33     

 Such assumptions, however, have by no means gained universal acceptance. In 
particular, the chemical industry, which stood to lose most heavily from a strict 
application of the generic policies developed by EPA and OSHA, never agreed 
that the key technical issues in regulating carcinogens should be characterized as 
‘science policy’. Instead, industry spokesmen have always argued that carcinogen 
regulation is based on ‘science’, and that agencies should be careful not to subvert 
this science through technically naive or politically motivated administrative 
rules. Consistent with this position, the American Industrial Health Council 
(AIHC), a trade association formed to consolidate the chemical industry’s opposi-
tion to generic regulation of carcinogens, vociferously attacked the government’s 
proposed policies for identifying and classifying carcinogens, including OSHA’s 
cancer policy and EPA’s proposed generic approach to regulating airborne 
carcinogens. AIHC charged that science and policy are impermissibly mingled in 
all attempts to regulate carcinogens generically. OSHA’s cancer policy attracted 
especially adverse comment. AIHC denounced it as an attempt to ‘freeze science’ 
through a ‘cookbook approach’ to reading scientifi c evidence.  34   As industry 
saw it, even controversial issues, such as the interpretation of animal data or 
techniques for extrapolating risk from high to low doses, were essentially 
scientifi c in character and should have been addressed by scientists rather than 
administrative agencies. 

 The formaldehyde controversy sheds interesting light on the scientifi c commu-
nity’s response to such partisan debates about the proper way to resolve disputes 
at the boundary of science and policy. One might expect  a priori  that scientists 
would hesitate to accept the full implications of Ashford’s position, particularly 
his suggestion that social policy considerations should, if necessary, take prece-
dence over scientifi c opinion in making regulatory choices. Given the institutional 
interests of science, one might expect scientists to fi nd AIHC’s rhetoric rather 
more appealing, since it caters to the image of science as an élite and apolitical 
source of cognitive authority. Yet in the debate over the carcinogenicity of 
formaldehyde a number of US scientists with impeccable professional credentials 
sided with Ashford and the environmentalists rather than with Todhunter and 
the chemical industry. Their use of language indicates how they reconciled this 
position with appeals to the authority of science. 

 Testifying before Congress in 1983, Bernard Weinstein of Columbia 
University expressed his conviction that the regulation of potential carcinogens 
‘must be fi rmly rooted in scientifi c principles’.  35   As examples of such principles, 
however, he cited many of the generic propositions adopted by EPA, OSHA 
and IRLG for assessing carcinogenic risk. Weinstein thus underplayed the 
policy content of the cancer principles and focused instead on the claim that 



114  Science and Public Reason

they were all grounded in sound science. He stressed that there was no scientifi c 
support for deviating from any of these principles, as Todhunter apparently 
had done, and concluded that ‘our understanding of the mechanism of action of 
environmental carcinogens . . . is in a suffi cient state of fl ux that it would be 
premature to alter the existing, well-established guidelines for detecting potential 
carcinogens’.  36   

 Unlike Weinstein, Norton Nelson of New York University, who testifi ed at the 
same set of hearings, referred to the principles as the federal government’s ‘cancer 
policy’. But Nelson left little doubt that he regarded this ‘policy’ essentially as an 
expression of scientifi c consensus. He noted that the principles underlying cancer 
testing and evaluation at EPA had found wide acceptance not only in the United 
States but among other national and international institutions concerned with 
regulating carcinogens.  37   From this vantage point, Nelson criticized Todhunter’s 
analysis of formaldehyde as a striking departure from the prevailing scientifi c 
consensus, calling it ‘the sort of a document that one would not expect an 
objective scientist to produce’.  38   Nelson admitted that advances in understanding 
the biology of cancer causation had created the need for a thorough revision of 
federal cancer policies. But he emphasized that such review and updating should 
be undertaken collegially by an accredited scientifi c body, preferably the National 
Academy of Sciences, so as to produce a more up-to-date consensus. Thus, both 
Nelson and Weinstein implicitly redefi ned the problematic issues in carcinogen 
regulation as fundamentally scientifi c. They were then able to challenge 
Todhunter’s analysis of formaldehyde seemingly on the basis of science alone 
(and on their personal authority as scientists). Neither scientist endorsed the 
unpalatable notion that the dispute was a matter of science policy on which 
science had little defi nitive guidance to offer.  

  Risk assessment and risk management 
 Some federal agencies, including EPA, were regularly performing risk assess-
ments for chemical carcinogens by the late 1970s. Over the next few years, support 
for the concept of risk assessment widened, helped along by pressure from the 
chemical industry and the anti-regulatory temper of the Reagan administration. 
Critiques of the generic approach to carcinogen regulation provided much of the 
intellectual justifi cation for the spread of risk assessment methodologies. Industry 
alleged that generic procedures slighted scientifi c evidence in the interests of a 
heavy-handed and overly conservative policy of risk management. According to 
this view, generic policies were fundamentally fl awed because they overlooked 
some of the key factors bearing on the degree of risk, most notably the relation-
ship between dose and response and the extent of public exposure to particular 
toxic substances. As a result, generic policies were incapable of distinguishing 
between chemicals posing relatively high and comparatively trivial risks to human 
health. Industry argued that these systematic errors could be corrected only 
through comprehensive assessment of the quantitative as well as the qualitative 
dimension of chemical risks. 
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 Supporters of risk assessment won a major legal victory in a lawsuit challenging 
the new occupational safety and health standard proposed by OSHA for benzene, 
a substance known to cause leukaemia in humans exposed to high doses. Acting 
in accordance with its generic cancer policy,  39   OSHA classifi ed benzene as a high-
risk substance and proposed to reduce workplace exposure to the lowest feasible 
level. Also consistently with the cancer policy, OSHA declined to perform a quan-
titative risk assessment for benzene. The petroleum industry objected to the 
proposed standard on several grounds and took the agency to court. The case was 
ultimately decided by the Supreme Court, where a plurality of the Justices held, in 
effect, that OSHA’s failure to carry out a risk assessment rendered the proposed 
standard invalid.  40   According to the plurality opinion, OSHA’s governing statute 
required the agency to demonstrate that there was a signifi cant risk to workers at 
or below the existing exposure limit prior to issuing a new standard. The agency 
had conspicuously failed to make such a showing. 

 In industry’s political agenda, however, the demand for formal risk assessment 
was part of a larger strategy to remove risk assessment from the control of agency 
scientists and bureaucrats, whom industry regarded on the whole as captive to 
pro-regulatory interests. AIHC, in particular, issued a series of position papers 
calling for a new institution to take over the task of doing risk assessments for the 
regulatory agencies.  41   Specifi cally, AIHC argued that the scientifi c integrity of 
risk assessment could be preserved only by delegating the task to a panel of inde-
pendent scientists, preferably under the auspices of the National Academy of 
Sciences (NAS). The thrust of the proposal was to remove all marginally scientifi c 
issues involved in carcinogen regulation to the jurisdiction of an expert panel that 
would have little day-to-day contact with the legal and political dimensions of 
the regulatory process. But the proposal’s political force derived from its appeal 
to the institutional authority of science, an appeal that many found reassuring after 
the endless scientifi c uncertainties laid bare by regulatory deconstruction. 

 Congress responded to AIHC lobbyists by asking NAS to study mechanisms 
for improving the quality and credibility of the science used in risk decisions. The 
National Research Council’s Commission on Life Sciences formed a committee 
to examine risk management practices in the federal government, with the 
following main objectives in view:

  To assess the merits of separating the analytic functions of developing risk 
assessments from the regulatory functions of making policy decisions. 

 To consider the feasibility of designating a single organization to do risk 
assessments for all regulatory agencies. 

 To consider the feasibility of developing uniform risk assessment guidelines 
for use by all regulatory agencies.  42     

 The focus on separating science from policy and on institutional reorganization both 
catered to the chemical industry’s interest in removing much of the responsibility 
for interpreting technical information from the control of individual agencies. 
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 One might well wonder at this point what had happened to the insights about 
policy-relevant science captured by Weinberg or McGarity. Political demand for 
separating science and policy seemed to deny the existence of any ambiguous 
border area where the two kinds of issues are inextricably joined. In fact, aware-
ness of the fuzzy boundary between science and policy soon surfaced within the 
NAS committee. The problem was clearly laid out in a working paper by Lawrence 
McCray, project director for the risk management study.  43   McCray pointed out 
that experts familiar with carcinogenic risk assessment saw all but a handful of 
the analytical steps as involving a mixture of science and policy. Users of the 
technique agreed that very little in a typical risk assessment could be labelled as 
pure science. McCray’s fi ndings decisively infl uenced the committee, which ulti-
mately refused to endorse a single, central board for regulatory risk assessment. 
Conceding that policy choices are involved in risk assessment,  44   the committee 
concluded that it was unrealistic to separate this process institutionally from the 
process of deciding how to manage risks. 

 Yet the NAS report also made numerous rhetorical bows to the notion that science 
can be separated from policy through suffi ciently rigorous analysis. The idea was 
implicit in the committee’s decision to characterize regulation in terms of two distin-
guishable processes: risk assessment (‘the characterization of the potential adverse 
health effects of human exposures to environmental hazards’) and risk management 
(‘the process of evaluating alternative regulatory actions and selecting among them’).  45   
The terminology alone suggests that the scientifi c and technical aspects of decision-
making can be isolated from the socio-political ones. The report played further on this 
theme by exhorting the agencies to keep the two processes conceptually distinct:

  We recommend that regulatory agencies take steps to establish and maintain 
a clear conceptual distinction between assessment of risks and consideration 
of risk management alternatives; that is, the scientifi c fi ndings and policy 
judgments embodied in risk assessments should be explicitly distinguished 
from the political, economic, and technical considerations that infl uence the 
design and choice of regulatory strategies.  46     

 In a similar vein, the report noted:

  Even the  perception  that risk management considerations are infl uencing the 
conduct of risk assessment in an important way will cause the assessment and 
regulatory decisions based on them to lack credibility.  47   

 Before an agency decides whether a substance should or should not be regu-
lated as a health hazard, a detailed and comprehensive written risk 
assessment should be prepared and made publicly accessible. This written 
assessment should clearly distinguish between the scientifi c basis and the 
policy basis for the agency’s conclusions.  48   

 A frequent defi ciency of agency risk assessments is the failure to distinguish 
between scientifi c and policy considerations in risk assessment.  49     
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 These remarks and recommendations all point to a powerful reluctance on the part 
of at least some NAS committee members to admit that science and policy might, 
at the boundary, be very diffi cult to distinguish from one another. 

 In all, the NAS report left the agencies in something of an intellectual 
quandary. They were instructed to distinguish as far as possible between the 
assessment and the management of risk. At the same time, they were informed 
that the two stages are inextricably linked, making any formal institutional separa-
tion of the two functions impractical. In view of its indecisiveness, it is not 
surprising that the report failed to impose consistency on the use of the key terms 
‘risk assessment’ and ‘risk management’ by the policy community. In spite of 
the NAS committee’s assertions to the contrary, agency offi cials saw some 
advantages in treating risk assessment as a wholly scientifi c enterprise, at least 
for rhetorical purposes. Emphasizing the objectivity of the procedure offered a 
means of persuading the public that regulatory decisions are based on a core of 
rational analysis and of enhancing public confi dence in the impartiality of agency 
decisions. 

 This analysis may help explain an early insistence on the objectivity of risk 
assessment by William Ruckelshaus, twice the administrator of EPA, and 
the person credited with restoring the agency’s credibility following Gorsuch’s 
tenure in that offi ce. Ruckelshaus conceded that in an imperfect world risk 
assessment may be infl uenced by extraneous factors such as the pressure of 
the regulatory timetable and limitations on the agency’s resources. Nevertheless, 
he argued in a widely publicized address to the National Academy of Sciences 
that:

  Despite these often compelling pressures, risk assessment at EPA must be 
based only on scientifi c evidence and scientifi c consensus. Nothing will erode 
public confi dence faster than the suspicion that policy considerations have 
been allowed to infl uence the assessment of risk.  50     

 These remarks, of course, ran directly counter to the NAS committee’s 
judgement that the analytical choices an agency makes in risk assessment must be 
infl uenced in part by policy considerations, especially the all-important decision 
about how conservative the agency wishes to be in determining a risk to public 
health. 

 As an experienced administrator, Ruckelshaus could not long ignore the fact 
that his speech to the National Academy was based on an unrealistic view of the 
objectivity of risk analysis. Indeed, EPA’s own staff scientists maintained a much 
more sceptical view of the process, characterizing it as no more certain than a 
circumstantial murder trial, and possibly no better than pulling numbers out of 
thin air.  51   Ruckelshaus eventually withdrew from his endorsement of a formal 
separation between risk assessment and risk management, conceding that values 
infl uence the former as well as the latter. Characteristically, the alternative he put 
forward derived from the traditions of the American administrative process and 
accorded a central role to the deconstruction of science:
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  I think we need to dig up. We have to expose the assumptions that go into risk 
assessments. We have to admit our uncertainties and confront the public with 
the complex nature of decisions about risk.  52     

 Following this analysis, Ruckelshaus and others have suggested that the agencies 
should be less concerned with the process of risk assessment and more with the 
transmission of their analytical efforts to the public. These views have led to 
greater emphasis on ‘risk communication’ – in other words, on the processes by 
which administrative agencies publicly reconstruct their scientifi c rationale for 
regulating risk. 

 In spite of Ruckelshaus’s public turnaround, the notion that risk assessment can 
be compartmentalized as an objective, value-free exercise continues to hold 
powerful appeal. Yet the contrasting view that risk assessment is subjective and 
highly discretionary also has many adherents. As a result, inconsistent descrip-
tions of the process are sprinkled throughout the policy literature. A recent report 
written for the Secretary of Health and Human Services (HHS) on assessing and 
managing toxic substances illustrates the phenomenon.  53   The report begins by 
stressing the fl uid and hybrid character of risk assessment:

  The process of risk assessment, a process that is still very much in transition 
or evolution, is often a mixture of scientifi c facts, consensus, assumptions, 
and science policy decisions (i.e., policy statements made by agencies to 
resolve points of current controversy).  54     

 But a later passage provides a curiously contradictory description:

  The actual process of assessing the risk should remain independent of the 
value judgments that are necessarily associated with the broader issues of 
managing the risk. Insuring the quality and independence of the scientifi c 
component of risk-management decisions is vital to the public’s ability to 
weigh properly the social and philosophical values intrinsic in such 
decisions.  55     

 Here the thrust is again towards analytically separating risk assessment from risk 
management and keeping science distinct from social and philosophical values in 
decision-making about risk. 

 It appears, then, that recasting the discourse of health and safety regulation in 
terms of risk assessment and risk management has not resolved the basic dilemmas 
that arise in the process of using science for policy. True, the phrase ‘risk assess-
ment’ connotes a form of inquiry that is more like science than policy. Yet 
everyone concedes that there are elements of science policy or trans-science in 
risk assessment, and, if McCray’s analysis is valid, such elements may even 
predominate over those that are purely scientifi c. If risk assessment involves a mix 
of scientifi c and policy considerations, then the use of the term fails to resolve the 
institutional questions posed by Weinberg and others. Who should carry out such 
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analyses and under what formal constraints? What, in particular, is the role of 
science in risk assessment, and how should responsibility for providing authorita-
tive assessments of risk be allocated among the scientists, policy-makers and 
political interest groups? 

 The NAS report gave the regulatory agencies some pragmatic guidance in 
answering these questions. As mentioned earlier, it put to rest the idea that all risk 
assessments should be performed by a central scientifi c panel independent of the 
regulatory agencies. This means that the agencies retain primary responsibility for 
developing risk assessment methodologies and applying them to specifi c cases. 
The NAS report also recommended that guidelines for drawing inferences from 
risk data be developed uniformly for all federal agencies by a single expert 
board,  56   but there appears little likelihood that an independent board along 
the lines recommended by the National Academy will be constituted in the 
foreseeable future. 

 With signifi cant institutional reform ruled out, the development of risk 
assessment guidelines has been taken over by agencies having a particular interest 
in this area. For example, in March 1985 the Offi ce of Science and Technology 
Policy issued a lengthy document to serve as ‘a framework for regulatory 
agencies in assessing cancer risks from chemicals’,  57   and, in November 1984, 
EPA issued its own proposed guidelines for assessing carcinogenic risk.  58   The 
OSTP document sought to refl ect the current scientifi c consensus on carcinogenic 
risk assessment, and therefore explicitly disavowed all attempts to formulate 
policy. By contrast, EPA needed risk assessment guidelines for use in its various 
regulatory programmes and thus adopted positions with clear policy implications. 
In its fi nal guidelines the agency included phrases (for example, ‘the agency 
takes the position that’) to indicate more clearly where it was making a policy 
decision.  59   

 The EPA and OSTP guidelines represent more advanced thinking on the subject 
of chemical carcinogenesis than did the generic policies of the 1970s. But it would 
be diffi cult to argue that these initiatives fundamentally altered the balance of 
power between scientists and policy-makers with respect to carcinogen regula-
tion. Both sets of guidelines called for a principled analysis of the uncertainties in 
the data. Disclosing these uncertainties, however, tends to place considerable 
discretion in the hands of the ultimate political decision-maker who chooses how 
to act in the fact of uncertainty. Moreover, at least in the case of EPA’s guidelines, 
there are indications that the agency will exercise its discretion so as to err on the 
side of safety. In keeping with this philosophy, for instance, EPA proposes to use 
the linearized multistage model for high to low dose extrapolations when there is 
no information to preclude this choice. It is widely recognized that this model 
provides an upper limit to the risk, but not necessarily a realistic estimate of the 
actual risk. 

 OSTP arguably helped to increase the scientifi c community’s control over 
carcinogenic risk assessment through its efforts to draw up guidelines acceptable 
to a broad cross-section of scientists. OSTP unquestionably consulted widely with 
non-governmental scientists in preparing its report, which was incorporated by 
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reference into EPA’s guidelines. An unintended side-effect of OSTP’s efforts, 
however, was to heighten the political competition over those aspects of risk 
assessment that OSTP could not resolve as a matter of scientifi c consensus. In 
particular, a controversy developed between EPA and the Offi ce of Management 
and Budget (OMB) over the content of EPA’s risk assessment guidelines. In 
May 1986 Wendy Lee Gramm, head of OMB’s Offi ce of Information and Regula-
tory Affairs, announced that her staff was ‘considering developing more specifi c 
guidance for performing risk assessments’.  60   Lacking any technical expertise in 
the area, OMB nevertheless seemed prepared to overrule EPA’s proposals, 
although these were developed following extensive public comment and review 
by the agency’s Science Advisory Board. OMB’s assertion of control over risk 
assessment dramatically negated the view that federal decision-makers are 
prepared to accept risk assessment as an apolitical, largely scientifi c exercise. 

 The chemical industry too has played an active role in the politics of risk assess-
ment. An important test of industry’s attitudes to regulatory risk assessment came 
in 1983 when the manufacturers of urea-formaldehyde foam insulation (UFFI) 
took the Consumer Product Safety Commission (CPSC) to court over the 
agency’s proposal to ban this product as a potential human carcinogen. A focal 
point of the lawsuit against CPSC, which was eventually decided in industry’s 
favour on other grounds,  61   was the claim that CPSC’s approach to assessing the 
carcinogenic risk of UFFI was scientifi cally unsound. 

 It is worth noting some key features of the strategy adopted by industry to 
discredit CPSC’s decision. UFFI manufacturers were dissatisfi ed not merely with 
the quality of CPSC’s risk assessment, but with the agency’s decision to attempt 
a quantitative assessment at all on the basis of the available toxicological data. 
Industry argued, in effect, that formaldehyde should not be treated as a potential 
carcinogen, let alone be subjected to formal risk assessment. The crux of indus-
try’s complaint was that CPSC’s decision on UFFI violated scientifi c norms. By 
mounting an all-out challenge to CPSC’s scientifi c methods and assumptions, the 
UFFI manufacturers called into question the agency’s competence to resolve 
issues at the borderline of science and policy. These dynamics suggest that 
industry’s real concern in the area of chemical regulation remains the allocation of 
power between government agencies and the scientifi c community, since the 
latter is seen as more likely to interpret science in ways favourable to industry’s 
interests. 

 The questions raised by the UFFI manufacturers provided some of the impetus 
for a further review of the scientifi c data on formaldehyde at a ‘consensus work-
shop’ sponsored by EPA and attended by experts from Europe and the United 
States.  62   The UFFI lawsuit thus achieved one of its immediate goals: moving the 
debate on formaldehyde to a more ‘scientifi c’ forum. At issue in the workshop 
was the correct interpretation of the confl icting data on formaldehyde and the 
advisability of assessing the compound’s carcinogenic potential solely on the 
basis of the positive animal studies. While no one has questioned the workshop’s 
usefulness as a consensus-building exercise, the proceedings were less effective 
from the standpoint of providing guidance to EPA. There was no consensus on 
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one of the issues most relevant to the agency’s regulatory task, namely, the method 
that should be used to extrapolate the risk to humans from the available animal 
evidence. In end effect, then, the workshop was a reminder that, at least in the US 
policy system, there are limits to scientifi c consensus formation as an approach to 
resolving science policy disputes. 

 While the chemical industry and its supporters worry that risk assessment 
leaves too much discretion within the hands of the regulatory agencies, some 
scientists at least are concerned that the process places undue emphasis on 
‘cognitive dissonance’  63   within science. Weinberg’s articulation of these fears is 
particularly illuminating. He has argued that current attempts by policy-makers to 
obtain estimates of risk at low exposures transcend the limits of science. By 
proposing to recognize a new discipline called ‘regulatory science’, Weinberg 
asks in effect that scientists be protected against the deconstructive processes of 
regulatory risk assessment.

  I should think that a far more honest and straightforward way of dealing with 
the intrinsic inability of science to predict the occurrence of rare events is to 
concede this limitation and not to ask of science or scientists more than they 
are capable of providing. Instead of asking science for answers to unanswer-
able questions, regulators should be content with less far-reaching answers 
. . . Furthermore, because these same limits apply to litigation, the legal 
system should recognize, much more explicitly than it has, that science and 
scientists often have little to say, probably much less than some scientifi c 
activists would admit.  64     

 The distinction between ‘scientists’, who presumably understand the limits of 
science, and ‘scientifi c activists’, who refuse to do so, reinforces Weinberg’s basic 
thesis that substantial areas of probabilistic risk assessment do not fall within the 
domain of science as defi ned by its professional practitioners.  

  Peer review: rhetoric and reality 
 Recognizing the need for scientifi c legitimacy, the US policy process has cast 
around for ways of ensuring that science is used in ways that will enhance public 
confi dence. In the early 1970s, complaints by environmentalists about the closed 
character of expert decision-making led to a tremendous expansion of opportuni-
ties for public participation, so that democratic values could be injected into 
confl icts about the interpretation of science. Federal laws such as the Federal 
Advisory Committee Act, which mandates more openness in the deliberations of 
expert bodies, are typical legacies of that period. By the late 1970s, however, a 
different note entered into the critique of the federal government’s analysis of 
science. Objections stemming from regulated industries rather than from consumer 
and environmental activists centred on the ‘bad science’ allegedly emanating 
from the agencies.  65   Critics argued that the science used in regulation was fl awed, 
fi rst, because policy considerations were permitted to taint the evaluation of 
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science, and second, because the agencies lacked suffi cient scientifi c competence. 
Industry-led efforts to distinguish science from policy (or risk assessment from 
risk management) were, in part, a response to the fi rst problem; the second has 
been addressed mainly through demands for more ‘peer review’ of agency science. 

 Peer review in the regulatory process derives legitimacy primarily from the fact 
that this procedure has long been used within science to ensure the validity of new 
fi ndings and interpretations. Moreover, peer review already has a well-established 
role in the allocation of research funds by federal granting agencies like the 
National Science Foundation and the National Institutes of Health. Since regula-
tory agencies also base many of their decisions on science, it seems reasonable to 
require that this science too should routinely undergo peer review. The underlying 
assumption is that the discipline of peer review will help hold governmental 
science to the same standards as science practised outside government. Timely 
review, so runs the argument, can help prevent such fi ascos as the repudiation of 
EPA’s study of health damage at Love Canal by a blue-ribbon commission 
appointed to pass on the study’s scientifi c merit. 

 The structural features that defi ne and motivate peer review in other settings, 
however, are largely absent in the regulatory context. In the case of both journal 
articles and grant proposals, for example, there is rarely any question as to what 
should be reviewed. In regulatory science the reviewable products are much 
harder to identify. Should agencies submit new test protocols or interpretive 
guidelines for review, or only completed studies? Should risk assessments be 
reviewed or only the primary data on which assessments are based? Given the 
indeterminate character of the ‘science’ used in agency decisions, the selection 
of peers, too, becomes a problematic issue. For scientifi c activity unrelated to 
policy-making, there is a general agreement that ‘peers’ are those with relevant 
disciplinary training and suffi cient technical competence to evaluate the matter 
under review.  66   In the case of risk assessment, by contrast, it is not even agreed 
that we are dealing with science in any conventional sense, let alone with science 
bounded by recognized disciplinary contours and practised by identifi able colleges 
of scientifi c peers. 

 Because of the complicated interplay of science and policy in risk regulation, 
there is as yet no consensus on how to structure peer review within the policy 
process. Every agency that makes substantial use of scientifi c information has 
institutionalized some interactions between its own staff and scientists unaffi li-
ated with the agency. These review procedures range from highly formal, legally 
controlled relationships, such as that between EPA and its Science Advisory 
Board (SAB), to less structured,  ad hoc  arrangements for examining the scientifi c 
basis of regulatory decisions. The potential impact of any kind of regulatory 
review is, of course, much greater than that of ordinary scientifi c review. Regula-
tory decisions carry broader socioeconomic consequences than the research of 
any individual scientist. Further, rejected articles or grant applications can usually 
fi nd other sponsors, whereas an unfavourable decision by a regulatory agency can 
rarely be overturned except through litigation or, exceptionally, through appeals 
to Congress. 
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 As a highly visible and infl uential process, regulatory peer review has attracted 
unfavourable notice from those dissatisfi ed with policy decisions about risk. 
Objections focus on the selection of scientifi c peers. A case in point was the 
controversy over FDA’s use of a so-called Public Board of Inquiry (PBOI) to 
review the safety of the artifi cial sweetener aspartame. FDA was criticized for 
selecting two of the three PBOI members from the Massachusetts Institute of 
Technology (MIT), thereby permitting an over-representation of a single institu-
tional viewpoint, as well as for putting a nutritionist on the board.  67   One observer, 
whose own work included research on aspartame, argued that the scientifi c 
disputes about the substance could better have been resolved by trained 
neuropathologists. But as Vincent Brannigan has noted in his case study of the 
aspartame PBOI, there was no agreement among the interested parties as to how 
these scientifi c issues should be defi ned.  68   Hence, it is hardly surprising that there 
were disagreements about the kind of expertise that should have been represented 
on the board. 

 Congress has criticized FDA in the past for wasteful and unnecessary use of 
advisory committees to resolve issues that were within the competence of the 
agency’s in-house staff.  69   Such a complaint was recently raised in connection with 
FDA’s regulation of Zomax, an anti-infl ammatory drug that not only poses a 
cancer risk to humans, but has been associated with serious allergic reactions and 
a number of deaths. In March 1983 Zomax was temporarily removed from the 
market by its manufacturer, but a subsequent FDA proposal to remarket the drug 
triggered an investigation by the House Committee on Government Operations.  70   
The committee found fault with several aspects of FDA’s decision-making on 
Zomax, including the referral of the remarketing issue to the agency’s Arthritis 
Advisory Committee. Congressional investigators believed that FDA failed to 
meet its own scientifi c prerequisites for such a referral, since the agency had not 
received any substantially new information about the drug’s chronic effects on 
health. 

 In spite of the confl icts and problems associated with regulatory peer review, it 
is, in the words of one experienced EPA offi cial, a ‘growth industry’.  71   Within 
EPA, for example, demands for SAB’s approval of scientifi c assessments have 
grown substantially in recent years. In 1981 SAB was reviewing only 15–20 
issues a year. The number had risen to 54 for 1985 alone. One reason for the 
increased popularity of peer review clearly is the desire of political decision-
makers to shield themselves against challenge by exhausting all available forms 
of scientifi c review. More and more EPA analysts, for example, are turning to 
SAB because they are aware that SAB’s approval could carry weight with both 
the media and the courts. But regulatory peer review has also won the support of 
scientists and of private interest groups with quite different stakes in the policy 
process. Approval by such disparate groups suggests that peer review has a 
strategic importance extending well beyond concerns for improving the scientifi c 
basis of regulatory decisions. 

 Industry’s advocacy of peer review is perhaps easiest to understand in strategic 
terms. Regulated industries have always insisted that errors in risk management 
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policy arise through the failure of administrative agencies to use ‘good science’. 
A logical next step is to demand that agencies adopt the procedure that scientists 
themselves use for quality control within their own disciplines. Institutionally, 
peer review serves industry’s interests by transferring some of the discretionary 
authority to interpret indeterminate science to expert bodies that do not neces-
sarily share the policy biases of federal regulators. The demand for peer review 
can thus be seen as a natural extension of the same interests that led industry to 
propose an independent scientifi c board to carry out risk assessments for all the 
regulatory agencies. 

 More puzzling is the readiness of some politicians and public interest activists 
to embrace the concept of peer review, as they did during the controversy 
over Todhunter’s decision to discount the risks of formaldehyde. At a hearing 
in the House of Representatives, Todhunter was taken to task by Congressman Gore 
for not subjecting his analysis of the formaldehyde cancer data to peer review.  72   
Ashford’s critique of federal policies on formaldehyde also charged that Todhunter 
committed a procedural error by not undertaking peer review.  73   On the face of it, this 
apparent endorsement of scientifi c peer review seems inconsistent with Ashford’s 
special sensitivity to the policy component of risk management decisions. 

 A closer analysis of the language used by Gore and Ashford, however, indicates 
that both were using the term ‘peer review’ differently from industry representa-
tives such as AIHC. As conceived by industry, peer review involves the exposure 
of scientifi c analyses done by agency staffs to the scrutiny of scientists situated 
outside the agencies. Gore and Ashford, by contrast, included within their 
defi nition of peer review the internal review of administrative decisions by the 
agency’s own technical staff.  74   

 Some of Gore’s most pointed questioning of Todhunter focused on the admin-
istrator’s decision not to consult scientists in the Offi ce of Toxic Substances 
(OTS) or CAG about his analysis of formaldehyde. Todhunter claimed that there 
was no need for him to do this because his memorandum represented a policy 
rather than a scientifi c decision, and thus was inappropriate for scientifi c review.  75   
This excuse, however, failed to convince Gore, who insisted that Todhunter’s 
decision was ‘science’. In critiquing the administrator’s action, Gore used the 
terms ‘peer review’ and ‘staff review’ interchangeably:

  However, you speak for the agency on the science question, and if you are 
going to unilaterally change the science that the agency uses to arrive at a 
decision,  without peer review, without staff review , and then you have your 
judgment called into question by scientists of the eminence of those on the 
prior panel, then what does that do to the scientifi c process at EPA?  76     

 Ashford, too, collapsed the notions of internal and external review procedures in 
commenting that ‘Todhunter’s memorandum was not reviewed by his scientifi c 
peers inside or outside the agency’.  77   

 Both Ashford and Gore must have recognized that more internal review in 
the formaldehyde case would very likely have built pressure for overruling 
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Todhunter’s assessment. In underplaying the compound’s possible carcino-
genicity, Todhunter had rejected most of EPA’s existing guidelines for assessing 
chemicals with a carcinogenic potential. Scientists in CAG or OTS, many of 
whom were involved in developing those guidelines, had a stake in seeing them 
consistently applied and might well have opposed Todhunter’s analysis if called 
upon to comment on the controversial memorandum. At the very least, their views 
would have created a record requiring explicit rebuttal, and consultation with 
EPA’s own scientists might even have made Todhunter more sceptical about the 
analysis advanced by the formaldehyde industry.  78   

 Given their professional and political interests, one would expect the scientifi c 
community to prefer external peer review over the kind of agency-internal review 
advocated by Ashford and Gore in the formaldehyde case. Outside review is much 
more consistent with the image science seeks to project of itself as an autonomous 
and politically incorruptible institution. In a congressional hearing following the 
formaldehyde controversy, Norton Nelson fi rmly endorsed the expected scientifi c 
viewpoint. The immediate object of his remarks was the cancer policy guidelines 
then under consideration at OSTP. Although these had been informally circulated 
to independent scientists for review, Nelson did not believe that the fi nal product 
would achieve scientifi c credibility:

  I have no doubt that there are scientists in the Federal establishment that can 
do quite as well in terms of the science as scientists outside of the federal 
establishment, but I do not believe that the credibility required in this 
important issue can be achieved by cancer policy formulated within a purely 
administrative framework of OSTP and the federal agencies.  79     

 Nelson suggested that for ‘credible and technically competent advice’ on a revised 
cancer policy the federal government should turn to an authoritative scientifi c 
body, preferably the National Academy of Sciences. Until such advice was forth-
coming, Nelson considered it prudent to abide by the cancer policy developed 
during the Carter administration by the Interagency Regulatory Liaison Group:

  The IRLG document, which has been, I believe, disavowed by the present 
administration, is a perfectly good statement of many of the policies for 
cancer control. What I am asking is, why should we not stay with the accepted 
principles and policies which were established until we have undertaken an 
appropriate review, which I think is very important? 

 And that review should be done, I sincerely believe, under auspices outside 
the federal structure.  80     

 In using the term ‘review’, Nelson was referring to the scientifi c re-evaluation 
of particular policy-relevant fi elds (cancer testing, carcinogen risk assessment) 
rather than to the peer review of any specifi c document. However, while 
criticizing OSTP’s efforts as inadequate, he held up as a model the guidelines 
developed by IRLG, another administrative agency within the ‘federal structure’. 
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Congressman Ritter of Pennsylvania, a Republican with party loyalties to the 
Reagan administration, was quick to seize on the apparent contradiction in 
Nelson’s testimony and to shift the debate to the issue of peer review:

  Dr Nelson, you mentioned that the current governmental attempt to try 
to refi ne or at least expose some possibilities of coming to grips with a 
policy on cancer, that somehow it was not under the correct auspices; was 
not proper. I should like to point out that the IRLG, which you seem to 
hold in very high esteem, was also a governmental body, an interagency 
body. 

 It did not bring in peer review. It had a rotating membership. As a matter 
of fact, the very roughest fi rst document from the OSTP review went out to 
peer review to people like yourself and members of the environmentalist 
community. 

 You know, people have said that the IRLG review occurred behind closed 
doors and was not open to extensive peer review.  81     

 Under Ritter’s insistent questioning, the issue became not whether OSTP was the 
right kind of agency to rewrite federal cancer policy, but whether IRLG had 
conducted a form of peer review that Nelson, as a scientist, would approve. Unable 
to equate IRLG’s practices with the ordinary norms of scientifi c peer review, 
Nelson beat a somewhat lame retreat:

  Well, I am somewhat familiar with the development of that document . . . It 
had extensive participation from outside scientists. I think I would agree with 
you that it should have had outside peer review. It did not.  82     

 The formaldehyde case, then, illustrates the fl uidity of the concept of peer 
review, showing how such a concept can be redefi ned to suit varying objectives 
by those with a stake in controlling the discourse of regulation. The Ritter-Nelson 
exchange indicates how the inherent ambiguity of the word ‘review’ (review of a 
scientifi c fi eld, review of a document) facilitates such manipulation. Of course, 
this kind of verbal game-playing is easiest with terms that are fairly new in the 
political discourse. Certainly, the notion of peer review was not widely used in the 
regulatory context before the 1980s and, as noted earlier, its procedural correlates 
remain unclear in this setting. Legislative action, such as the adoption of a uniform 
federal peer review law, could narrow down the uses of the term by rendering 
certain readings either impossible or implausible. Congress, however, has shown 
little inclination to propose uniform procedures for regulatory decision-making, 
and has already mandated several different forms of statutory peer review. 
Moreover, the preceding discussion suggests that the identifi cation of ‘peers’ and 
the structuring of a review process will always be more politically sensitive in the 
regulatory arena than in the areas of scientifi c publication or research funding. For 
these reasons, regulatory ‘peer review’ may remain a contested concept for the 
foreseeable future.  
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  Conclusion 
 The three ‘contested boundaries’ I have discussed reveal a problem that was 
largely overlooked in the early attempts to defi ne trans-science or science policy. 
The lines between science, policy, and the areas where the two are mixed are 
diffi cult to draw not merely because science is indeterminate, but because the 
effort to make such distinctions is politically charged. How one characterizes an 
issue on the spectrum between science and policy bears on the way it is ultimately 
decided, both institutionally and procedurally. If an issue is understood to be 
scientifi c, then it can legitimately be resolved by expert panels working with 
criteria that were never exposed to the full deconstructionist force of the adminis-
trative and legal process. Alternatively, if policy elements predominate over 
scientifi c ones in a borderline issue, then it is more appropriate to let agency offi -
cials and the courts provide the authoritative reading of the disputed technical 
data, using procedures taken from their respective traditions. The outcome of 
regulation in a particular case often depends critically on the way decision-making 
authority is allocated among scientifi c and political or legal institutions. The 
classifi cation of issues at the boundary of science and policy, and the procedures 
used to resolve them, also have a potentially grave impact on the public image of 
science. Hence scientists, private interest groups and members of the policy 
establishment all have a stake in the defi nition of science and non-science, and 
the vocabulary used by all of these parties remains subject to manipulation or 
‘essentially contested’. 

 For scientists, the primary interest in these boundary disputes is to draw the 
lines between science and policy in ways that best preserve the authority and 
integrity of science. Scientists have an institutional stake in reducing public inter-
actions between science and the administrative process, since these interactions 
emphasize the indeterminacy and lack of consensus within science, thereby weak-
ening science’s (and the scientist’s) claim to cognitive authority. The cases 
discussed in this article suggest that scientists can adopt two fundamentally 
different rhetorical strategies to cope with this problem. One approach, perhaps 
best articulated by Weinberg, is to separate out the areas of maximal uncertainty 
and confl ict and to declare them something other than ‘real’ science. Weinberg’s 
own proposals for relabelling these boundary areas have included ‘trans-science’ 
and, more recently, ‘regulatory science’. 

 Weinberg’s approach, though protective of the institutional interests of science, 
avoids addressing some of the procedural issues of greatest concern to policy-
makers. In particular, merely identifying areas where science does not have all the 
answers fails to settle who should decide questions in these boundary regions, and 
by what methods or procedures. Scientists actively engaged in the policy process, 
whether as advisers or as advocates, have not been able to overlook this diffi culty. 
Their response, exemplifi ed by the positions of Weinstein and Nelson at the 
cancer policy hearings, has been in some respects almost the opposite of 
Weinberg’s. Both Weinstein and Nelson emphasized, and perhaps exaggerated, 
the extent of scientifi c consensus underlying the federal cancer policies developed 
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in the 1970s. Both urged more or less explicitly that revisions in these policies 
should be undertaken only by accredited scientifi c organizations using scientifi c 
modes of decision-making. In the context of cancer policy, then, Weinstein’s and 
Nelson’s remarks were calculated to draw the protective veil of science over many 
of the disputed issues which others might relegate to the domain of ‘regulatory 
science’ or ‘science policy’. This approach, too, can be seen as furthering the 
interests of science, but by enlarging rather than minimizing the role played by 
science in decisions about risk. 

 In essence, the position adopted by Nelson and Weinstein with respect to cancer 
policy is similar to that of scientists in many European regulatory frameworks, 
where experts wield considerable infl uence and there is relatively little public 
debate about the proper limits on their range of inquiry. European offi cials and the 
public tend to accept as ‘science’ any issues that their technical advisory commit-
tees are prepared to treat as scientifi c. There is apparently little concern that policy 
issues will illegitimately be decided by scientists under the guise of technical 
decision-making. In the United States, however, the public deconstruction of 
science has progressed to a point where such trust in expertise is almost unthink-
able. Once a policy-relevant area of science has been exposed to deconstruction, 
as in the case of carcinogen risk assessment, it is virtually impossible to make 
further decisions in the area without a degree of openness and adversarial debate 
that is uncommon in European policy systems. 

 A regulatory process centring on the deconstruction of science threatens the 
legitimacy of political as well as scientifi c decision-making. If it is seen that 
science cannot provide defi nitive answers to questions about risk, then policy-
makers cannot fall back on unassailable technical justifi cations of their regulatory 
choices. In the regulatory controversies of the past ten years, especially those 
involving toxic chemicals, public interest groups have generally argued that in 
these circumstances regulators should be free to choose among different 
scientifi cally plausible interpretations of the evidence, guided primarily by their 
understanding of their statutory mission. But the strategy of highlighting the 
indeterminacy of science and the extent of administrative discretion leaves 
decision-makers vulnerable to charges of using science in arbitrary and capricious 
ways. The chemical industry has been aggressive in pursuing this line of attack. 
Its insistence on ‘good science’ and its complaints about the technical competence 
of the federal agencies are consistent with the broader objective of removing as 
much discretionary power as possible from regulators, who are viewed as captive 
to environmental interests. Administrators, such as Ruckelshaus, have vacillated 
between these two positions, hoping, on the one hand, that scientifi c deliberations 
will lead to clean, credible resolutions of policy dilemmas, but recognizing, on the 
other, that such solutions are seldom within the reach of science. 

 I have suggested here that terms like ‘science policy’, ‘risk assessment’ and 
‘peer review’ are used in the regulatory discourse not only for conceptual clarity, 
but also to advance particular views about the nature of science and its relation 
to policy. The fl uidity of these concepts arises from fundamental social 
disagreements about the extent to which science and scientists should control 
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decision-making at the frontiers of knowledge. Since these boundary-defi ning 
terms affect the allocation of power, their meaning cannot be established 
independently of the political process. This makes for a certain untidiness in the 
discourse of risk regulation. Meanings attached to key terms tend to change over 
time and in the usage of different political groups. New terminology springs up as 
groups wishing to exert more authority over the interpretation of science fi nd 
persuasive labels to justify their claims. In a pluralistic society, however, such 
uses of political rhetoric are entirely familiar, and will trouble only those who 
expect science to provide rational, apolitical paradigms for the evaluation of risk.   
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                 7 The songlines of risk  *     

     In the world’s industrial nations, ‘risk’ has become  the  organising concept that 
gives meaning and direction to environmental regulation. The stated purpose of 
most environmental legislation today is to reduce the likelihood of harm from our 
myriad ingenious technological activities to levels that are either demonstrably 
safe, or – if safety is an unattainable goal – then at least to levels that can be shown 
to be reasonable. Agencies implementing environmental laws increasingly are 
required to justify their actions on the basis of risk assessment, often done in 
quantitative form; in turn, scientists are called upon to satisfy the regulators’ needs 
with reliable methods of detecting, measuring, and representing risks to human 
health and the environment. 

 Although risk assessment in one form or another provides the cornerstone for 
much environmental regulation, it would be a mistake to think that either policy-
makers or technical experts can claim a complete monopoly on the concept of 
risk. In a time when Brent Spar, BSE (bovine spongiform encephalopathy or ‘mad 
cow disease’), climate change, and the ozone hole have come to symbolise the 
tribulations of high-tech living, it is hardly possible for ordinary citizens to get 
along without their own working models of risk. Where do risks come from, who 
is to blame for them, and how can they be mastered, coped with, or altogether 
avoided? Just as, a century or so ago, the idea of  progress  helped to name an opti-
mistic era, so today  risk , by its very pervasiveness, seems to be the defi ning marker 
of our own less sanguine historical moment. European social theorists have taken 
the lead in arguing that the social circumstance which matters most in our intoler-
ably jumbled modern condition is risk: all of us who inhabit the earth at the end of 
the 20th century – rich and poor, high and low, young and old – live equally in the 
embrace of the ‘risk society’ (Beck 1992). 

 Risk, at any rate, is impossible to ignore for anyone professionally concerned 
with the making and evaluation of environmental policy. Since the early 1970s, 
risk has been the focal point worldwide of countless legislative inquiries, guid-
ance documents, court decisions, workshops, symposia, newspaper and television 
reports, and, of course, published articles and books. New journals, professional 
societies, research centres, and specialised university departments have been 
formed to enable systematic research and scholarly debate about risk. In the 
United States alone, more than a dozen studies of risk have been commissioned 
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over the past fi fteen years from the prestigious National Academy of Sciences. 
Through its policy arm, the National Research Council (NRC), the Academy has 
issued reports on particular sources of risk, such as pesticides (NRC 1987) or 
genetically modifi ed organisms (NRC 1989), as well as on the practices and 
procedures of risk assessment (NRC 1983, 1994, 1996). The 1990 amendments to 
the U.S. Clean Air Act not only called for a technical review of risk assessment 
methods by the NRC, but also demanded that a joint presidential and congres-
sional commission be formed to evaluate the conduct of risk assessment and risk 
management under federal environmental laws (Risk Commission 1997). 

 How much, then, can we claim to have learned from all this activity? What, in 
particular, have social scientists done to deepen our understanding of how risk 
functions in regulatory programmes or in societal relationships more broadly? 
And how might such work point the way toward more effective control of 
environmental hazards? In this paper, I would like fi rst to offer a necessarily 
abbreviated overview of three major critical traditions that have emerged from the 
intensive social and political analysis of environmental risk. I will point out some 
of the strengths and weaknesses of these positions and show how they 
complement or extend one another. Much of the research I draw on for this 
purpose was based on national experiences with risk analysis and risk manage-
ment, and to some extent on comparisons among national regulatory approaches. 
Yet, environmental hazards today have causes and consequences that often cut 
across national boundaries. These unruly problems strain the capacity of national 
and international decisionmakers to craft credible responses to risk. I will end 
with some refl ections about the implications of social scientists’ understandings 
of risk for the management of environmental hazards on a global scale.  

  Risk and social knowledge 
 Social critiques of risk-based environmental regulation can usefully be separated 
into three strands that differ along two signifi cant dimensions: fi rst, in their theo-
retical stance with respect to the nature of environmental knowledge, and, second, 
in their prescriptions for linking knowledge to political action (Jasanoff 1998). 
The fi rst of these positions, which has tended to dominate governmental and 
scientifi c discussions of risk, espouses a positivist (or realist) theory of knowledge 
and a bureaucratic-rationalistic policy orientation. Risk, for critics of this school, 
is a tangible by-product of actually occurring natural and social processes. It can 
be mapped and measured by knowledgeable experts, and, within limits, controlled. 
If ruling institutions fail to achieve this mission, it is chiefl y because their 
knowledge and competence are unequal to the task or because they lack the polit-
ical will to take unpalatable action. 

 A second line of explanation, grounded in the sociology of scientifi c knowl-
edge, looks upon environmental knowledge as a social construct and proposes a 
liberal, and pluralistic, solution to the problem of meshing knowledge with action. 
Risks, according to this point of view, do not directly refl ect natural reality but are 
refracted in every society through lenses shaped by history, politics, and culture. 
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Faced with the same ‘facts’ about nature, Americans, for instance, fear cancer 
more than the British, the French tolerate nuclear power better than their German 
neighbours, and Americans are more receptive to biotechnology than Danes, 
Norwegians or Germans. In the light of such variations, the attempt to regulate 
risk solely on the basis of expert knowledge looks reductionist and conceptually 
inadequate. Constructivist analysis suggests that more attention needs to be paid 
to the connections between risk and culture, and it asks for increased negotiation 
and stakeholder engagement so that different perspectives on risk can be uncov-
ered and accommodated. As we shall see, this approach has begun to gain ground 
in some recent, high-level U.S. proposals concerning risk and regulation. 

 The third, and in some ways most challenging, line of social analysis also takes 
its inspiration from constructivist theories of knowledge, but its focus is on the 
ways in which the concept of risk mediates between knowledge and power. Risk 
analysis, according to this approach, is fi rst and foremost a specialised language 
and set of practices – in formal terms, a discourse (Foucault 1972) – that serves to 
channel power in society. The decision to frame environmental problems in terms 
of  risk , for example, rules out other possible ways of talking about harms to human 
beings and the environment. Risk-talk implicitly empowers some people as 
experts and excludes others as inarticulate, irrelevant or incompetent (Winner 
1986). Some examples may help to give these ideas greater concreteness. 

  The theory of bureaucratic failure 

 Industrial accidents, policy stalemates, discoveries of latent health and environ-
mental hazards, the spiralling costs of clean-up and prevention – such problems 
continually beset even the best-planned programs of environmental regulation, 
and no literate citizen in an industrial society can be wholly oblivious to them. As 
commonplace as the failures is the explanatory impulse that lays the blame on 
faulty institutions. Rational courses of action, according to realist critics of regula-
tion, are usually discoverable through inquiry, but corruption, incapacity, incom-
petence, political pressure, or lack of will get in the way of satisfactory institutional 
performance. 

 In the United States, this position has perhaps been most forcefully and articu-
lately championed by Justice Stephen Breyer, a distinguished federal judge and 
former administrative law professor whom President Clinton appointed to the 
Supreme Court. In a cycle of lectures delivered at Harvard University in 1992, 
Breyer blamed a three-fold pathology for the perceived failures of environmental 
regulation of the preceding decades. First, he said, agencies are guilty of ‘tunnel 
vision’, which has led them to regulate negligible risks at enormous social and 
political cost. Second, he criticised a random agenda-setting process which has 
been driven too much by irrational public fears and thus has skewed national 
priorities. Finally, he blamed political pressures and faulty institutional design for 
inconsistent results in environmental risk management. 

 Breyer’s proposed solution fl owed with admirable logic from his three 
premises. In brief, he wished to establish within the executive branch of the U.S. 
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government ‘a specifi c kind of group: mission oriented, seeking to bring a degree 
of uniformity and rationality to decision making in highly technical areas, with 
broad authority, somewhat independent, and with signifi cant prestige. Such a group 
would make general and government-wide the rationalising efforts in which EPA 
[the U.S. Environmental Protection Agency] is currently engaged’ (Breyer 1993: 
61). This centralised risk assessment body would depend for its success on the 
traditional bureaucratic virtues of rationality, expertise, insulation, and authority. 

 Rationality was Breyer’s  summum bonum ; he cited with dismay a well-known 
scatter diagram created by a team of American social psychologists (Slovic et al. 
1985) to show that the public tends to elevate unknown and unfamiliar risks over 
more familiar ones – regardless of their actual statistical frequency. Breyer’s urge 
to insulate rational analysis from mere superstition and public misunderstanding 
corresponded well with the prevailing doctrine of the 1980s that technical risk 
assessment should be cleanly separated from political risk management – a 
doctrine authoritatively set forth by the National Research Council (NRC 1983). 
The NRC proposed that risk decisions could be carried out in a linear, and largely 
non-intersecting, sequence of steps, from research to the assessment, characterisa-
tion, and management of risk. 

 The concept of an insulated ‘superagency’ for risk seemed to fl y in the face of 
democratic politics and met with considerable public resistance. Breyer’s answer 
was that democracies need authoritative decisions, and that public respect for 
government depends, ‘in part, upon an organization’s successful accomplishment of 
a mission that satisfi es an important societal need. (Consider the rebound of confi -
dence in the military during the 1980s)’ (Breyer 1993: 63). Doing appointed public 
tasks well, Breyer argued, was central to creating a ‘politics of trust’. After all, even 
a closed organisation like the military had been able to maintain public confi dence 
through effective performance of its ordained mission. That people might differ in 
their assessments of success and failure in risk management – not to mention in their 
ideas of ‘need’ and ‘mission’ – seemed undreamt of in the judge’s philosophy. 

 A closer look at the experiences of the Environmental Protection Agency, an 
organisation Breyer lauded, might have shaken the judge’s confi dence in closed 
expert decisions. By the early 1980s, repeated court challenges and ideologically 
motivated attacks had profoundly undermined EPA’s hard-earned credibility. 
Scientifi c controversies, in particular, became so bitter that it became necessary to 
shore up the agency’s claims to expertise with new forms of public accountability. 
True, EPA had to seek legitimation through layers of external scientifi c advice, 
but it could not do so without also increasing the transparency of the advisory 
process (Jasanoff 1992). Insulation, as EPA administrators learned over time, was 
not an especially successful formula for garnering public respect in the maelstrom 
of American politics.  

  Risk as a social construct 

 A very different view of why environmental risk management fails emerges from 
research on the social foundations of scientifi c knowledge. Studies of scientifi c 
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controversies about risk have revealed the complex processes by which reliable 
knowledge about the environment is constructed. Consensus on such ‘facts’ as 
the risks of formaldehyde or DDT arises not from demonstrated deaths, disability 
or environmental damage, but from repeated confrontations among disparate 
scientifi c observations, their interpretation by experts and stakeholders, and the 
ingrained moral and social commitments of decisionmaking institutions (Jasanoff 
1986; Johnson and Covello 1987; Irwin and Wynne 1996). 

 In democratic policy environments, the knowledge that environmental regula-
tors would like to live by is always vulnerable to deconstruction – that is, to being 
pulled apart so that the underlying assumptions or value judgments are exposed to 
public review and criticism (Jasanoff 1986, 1987). Moreover, when environ-
mental values are sharply divided, scientifi c information and expert discourses 
alone offer insuffi cient protection against the scepticism of people representing 
different social positions or interests. The degree to which scientists’ assumptions 
are questioned or contested depends in large part on the ability of relevant state 
institutions, such as courts, regulatory agencies, and expert advisory bodies, to set 
credible limits on the scope of technical debate. In cases where such boundary 
drawing proves ineffectual, experimental methods, instruments, models, interpre-
tations, and even scientists’ personal integrity may be relentlessly questioned by 
the media and the lay public – sometimes to the point where contested claims no 
longer support policy action. Environmental science, in this sense, bears within it 
the seeds of its own unmaking. 

 Faced with the prospect of endless controversy and deconstruction, policy 
institutions in some countries have accepted the need for early, possibly repeated, 
consultation with multiple viewpoints in the processes of environmental 
regulation (Power and McCarty 1998). We shall return below to two such 
proposals that have emerged from recent U.S. policy deliberations. These new 
approaches mark a step forward in acknowledging that technical analysis and 
political deliberation should not be placed in separate compartments, as suggested 
in the 1983 NRC study. Rather, these elements should be recoupled through 
appropriate institutional and procedural arrangements.  

  A dangerous discourse 

 It has been diffi cult enough for regulatory agencies to recognise that risks in 
the modern world do not fl ow deterministically from conditions fi xed by 
nature. A realisation that is only gradually dawning on policy institutions is that 
even the dominant framings of environmental problems do not represent 
neutral readings of reality. A policy-shaping conceptual framework such as  risk  
builds upon underlying social models of agency, causality, and responsibility. 
Such frames in turn are intellectually constraining in that they delimit the universe 
of scientifi c inquiry, political discourse, and possible policy options (Jasanoff and 
Wynne 1998). 

 How does our attitude toward regulatory failure change if we shift attention 
from bureaucratic incapacity and the socially constructed character of 
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knowledge to the problem framings presupposed by risk analysis? What 
additional insights do we gain if we pause to ask how the techniques of risk 
assessment, especially of the formal, mathematical kind, deal with the uncertain-
ties and indeterminacies of human interactions with the environment. What 
does the very choice of these methods tell us about the choosers’ underlying 
social relationships and their views about the distribution of power and responsi-
bility in society? And what alternative conceptions of the good society are given 
up or set aside when environmental policy is founded on widespread use of formal 
risk analysis? 

 To see how ideas about environmental risk may indeed encode tacit 
normative and political judgments, let us embark fi rst on a slight literary 
detour. Bruce Chatwin, the famed travel writer and novelist, wrote an account of 
his journeys in Australia that was at the same time a brilliantly suggestive 
meditation on the nature of reality and our perceptions of it. In  The Songlines , 
Chatwin described the ancestral myth of the ‘Dreamtime’ among Australian 
aboriginals. This was the time in which ‘each totemic ancestor, while travelling 
through the country, was thought to have scattered a trail of words and musical 
notes along the line of his footprints’ (Chatwin 1988: 13). These ‘Dreaming-tracks 
lay over the land as “ways” of communication between the most far-fl ung tribes’. 
They were not merely ways of communication, however, but also ways of 
constructing reality through particular modes of singing. In a marvellously evoca-
tive passage, Chatwin (1988: 14) interrogated his Russo-Australian friend and 
informant Arkady:

  Aboriginals could not believe the country existed until they could see 
and sing it – just as, in the Dreamtime, the country had not existed until the 
Ancestors sang it. 

 ‘So the land’, I said, ‘must fi rst exist as a concept in the mind. Then it must 
be sung? Only then can it be said to exist?’ 

 ‘True.’ 
 ‘In other words, “to exist” is “to be perceived”?’ 
 ‘Yes.’ 
 ‘Sounds suspiciously like Bishop Berkeley’s Refutation of Matter.’ 
 ‘Or Pure Mind Buddhism’, said Arkady, ‘which also sees the world as 

an illusion.’   

 Formal risk assessment, I would like to propose, is the ‘songline’ of contemporary 
risk society’s anxiety about its own technological achievements. Threats dimly 
conceived in the mind must be sung in this melody to exist and be perceived, as 
well as predicted and controlled. The commitment to risk assessment by both 
conservatives and liberals in American politics shows how deeply this particular 
form of analysis infl uences our very ability to think coherently about environ-
mental harms. What are the distinctive elements of this songline? I want to dwell 
briefl y on three: causation, agency, and uncertainty. 
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  Causation 

 In the world of regulatory risk assessment, causation generally is viewed as a 
linear and mechanistic phenomenon. Asbestos causes cancer and dioxins cause 
birth defects in animals, but perhaps not in humans. The classical model of cancer 
risk assessment used by most U.S. federal regulatory agencies still conceives of 
risk as the result of individual or population exposure to single substances that are 
suspected of causing cancer. Regulators, of course, have learned over the years to 
add a lot of complexity to this causal picture. The old single-hit model of carcino-
genesis has been replaced by one that views cancer more realistically as a multi-
stage process; the new theory is mathematically expressed by differentiating, 
among others, the initiation stage from the stage of promotion. The notion that 
risk can be adequately represented as a single number has been largely discred-
ited. We now recognise that risk is distributed over populations of varying compo-
sition and susceptibility, exposed for variable lengths of time, and by multiple 
pathways (NRC 1994). Quantitative models have grown increasingly sophisti-
cated in their ability to combine and manipulate all these discoveries about 
people’s varying encounters with environmental threats. The numbers generated 
by risk assessment appear to be getting better, although they may also be getting 
harder for ordinary people to interpret. 

 But how accurately does this picture in fact represent the totality of what is 
known even about such relatively well understood risks as environmentally 
induced cancer? A closer look immediately reveals how partial and selective are 
some of the most up-to-date models of risk assessment. A focus on analysing 
particular substances, for example, may overlook the importance of others. The 
American biochemist Bruce Ames and his associates have argued for years that 
most industrial chemicals are of far less concern as health risks than identical or 
similar substances to which we are exposed by ‘nature’ through our diets (Ames 
et al. 1987). This work has attracted an ideological following and much contro-
versy, but this should not keep us from acknowledging that Ames and others are 
trying to impose on risk assessment an alternative, and in some ways more 
comprehensive, picture of the chemical induction of cancer – one that does not 
treat all ‘causes’ as if they fall on the ‘artifi cial’, or industrially produced, side of 
human exposure to chemicals in the environment. 

 The work of Ames and his colleagues tends to exonerate many of the chemical 
bad actors that have occupied the regulatory process for twenty-fi ve years. But, as 
environmental groups have been quick to point out (Tal 1997), adding ‘natural’ 
causes to our ideas of causation should not necessarily reduce concern about 
exposure to industrial pollution or chemical products. We need only note a few of 
the ways in which quantitative risk assessment models simplify the world so as to 
lower the regulators’ overall perception of risk. The impact of multiple exposure 
routes and possible synergistic effects is rarely captured in routine risk assess-
ments. Behavioural patterns that may aggravate risk for particular subpopulations 
(a well-known example is smoking among asbestos workers) are similarly down-
played or disregarded. Aggregated risk fi gures may ignore specially vulnerable 
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groups, such as children or the elderly. Socio-economic factors that tend to 
concentrate risk from many sources for poor, minority, and disenfranchised 
populations are only now beginning to get a harder look under intensifying 
pressure from the environmental justice movement (Bullard 1993; Greenberg 
1993). Only an impoverished notion of causation could keep us from recognising 
the legitimacy of such criticisms, even though they are diffi cult to incorporate into 
models of quantitative assessment.  

  Agency 

 A second issue that bears investigation in this connection is the conception of 
agency that underlies the songlines of risk assessment. Implicit in this mode of 
analysis is the notion that risk originates in the inanimate world, although human 
behaviour can exacerbate its intensity. That this is only a simplifying assumption 
tends to fade from view because imputing risk to inanimate objects generally 
increases our sense of control and social order. It is easier, after all, to manage 
things than people, even when it is known that people are part of the problem. 
Thus, the U.S. gun lobby offers a complex understanding of agency through its 
bumper-grabbing slogan, ‘Guns don’t kill people, people kill people.’ But as 
British regulators learned from the massacre of schoolchildren at Dunblane, it is 
the gun control advocates who have the advantage of simplicity: if guns are taken 
away, it no longer matters whether psychopaths or criminals can be effectively 
disciplined. 

 The gun lobby’s troublesome sociological insight could be generalised just as 
readily to most of the environmental risks that we seek to characterise through 
mathematical modelling. Organisational sociologists have been writing for years 
about the complicated ways in which the physical and human elements of techno-
logical systems interact to produce risky conditions and periodic disasters (Turner 
1978; Perrow 1984; Clarke 1989). More recently, the French sociologists Michel 
Callon and Bruno Latour have taken this reasoning even further, dissolving the 
perceived solidity of the boundary between animate and inanimate actors (Callon 
1986; Latour 1992). For these analysts, any artifact, be it a door stop or a bicycle 
or a refrigerator fi lled with chlorofl uorocarbons, is not simply a  thing  with hard 
and fast contours: it is a physically stabilised, congealed embodiment of an entire 
history of social assumptions, conventions, interests, and cultural practices. The 
stability of artifacts, moreover, may be contingent or illusory. 

 The force of such insights is most often recognised in the wake of major disas-
ters. The Rogers Commission appointed to investigate the Challenger disaster in 
the United States provides an example. One Commission member, the late physi-
cist Richard Feynman, caught the media headlines with his celebrated demonstra-
tion that a part used in the booster rocket, a rubber o-ring, froze at the temperature 
of freezing water (Gieryn and Figert 1990). The Commission as a whole, however, 
understood that blame could not be fi xed on a malfunctioning inanimate object. 
People, too, were responsible for the disaster, because the decision to launch 
under suboptimal weather conditions had been, after all, a human act. The 
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Commission ultimately blamed a management structure that failed to convey 
engineers’ concerns to the uppermost reaches of political decisionmaking 
(Challenger Commission 1986). 

 Subsequent sociological analysis has shown that even this conclusion unduly 
simplifi ed the relationship between humans and non-humans. In Diane Vaughan’s 
(1996) painstaking reconstruction of the events, no single agent was necessarily to 
blame. Responsibility (if this is a useful term at all) was distributed up and down 
through a political and cultural system that kept each signifi cant actor or group of 
actors unaware of the decision’s full complexity, and hence ignorant of all the 
possible points at which such a delicately coupled technological system could fail. 
Yet, in the conduct of environmental risk assessment – the formal prediction of 
future harm – things are generally deemed risky or safe in and of themselves. 
Whether for analytic simplicity or through deeper cultural conditioning, risk 
assessors seem to forget the permeability of the human and material spheres and 
the interchangeability of ‘thing-causes’ and ‘people-causes’.  

  Uncertainty 

 My third observation about the Dreamtime that gave birth to environmental risk 
assessment has to do with the nature of uncertainty and social perceptions of it. 
Quantitative risk assessment has made great strides in the past ten years or so in 
its ability to conceptualise and mathematise uncertainty. This is an important and 
powerful method of organising what is known, what is merely surmised, and how 
sure people are about what they think they know. Quantifi ed approaches can 
represent – often in very useful and understandable forms – the zones of uncer-
tainty that should be most worrying when regulators attempt to manage risk. 

 Yet, these abstract and reductive techniques also give rise to some well-founded 
concerns. Social critics of modernity, such as the German sociologist Ulrich Beck 
(1992), have argued that modelling the world represents a form of domination and 
control that is deeply misleading; it is founded on the untenable premise that a 
perfectly objective, god’s-eye view can be attained through scientifi c inquiry (see, 
for example, Ashley 1983). Others have suggested that the project of controlling 
nature by such means only induces alienation and apathy in those who are not 
prepared, for moral or historical reasons, to accept modernity’s founding presump-
tions (Irwin and Wynne 1996; Jasanoff and Wynne 1998). But there are reasons 
to worry about risk assessment even if one does not reject outright the scientifi c 
management of nature. 

 Scepticism about the rationality of such analytic tools as quantitative risk 
assessment fl ows in part from cross-national, comparative, and historical research 
on the foundations of public policy (Jasanoff 1986; Porter 1995). What clearly 
emerges from these investigations is the socially embedded character of much that 
we do not know, as well as of much that we claim to know, about the interactions 
of nature and society. Uncertainty about the environment, in particular, increas-
ingly appears as a very special form of politics. It is a social admission that there 
are things about our condition that we do not know (simple ignorance), but it is 
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also an affi rmation that we have the means and the will to fi nd out more about 
those things that we label ‘uncertain’. 

 Translating ‘uncertainty’ into formal quantitative language washes out the 
concept’s cultural and political origins. To restore the cultural dimension, it is 
helpful to compare the discussion of uncertainty in different national settings. Let 
us consider for this purpose, two interesting and nearly contemporaneous papers 
about environmental uncertainty, the fi rst by the British analysts Brian Wynne and 
Sue Mayer (1993), and the second by the American ecologist Simon Levin (1992), 
written when he was president of the Ecological Society of America. In their 
article, Wynne and Mayer challenged British scientists to be more open and 
humble in admitting their uncertainties about events in the natural world – to 
admit in effect that there are things that science does not have the means to know. 
Levin, on the contrary, asked his fellow ecologists to be bolder about character-
ising uncertainty and thus to draw parts of the unknown back into the grasp of 
science. Only in this way, Levin argued, could his community of experts help 
ensure that decisions in the face of uncertainty would be made with ‘proper 
scientifi c input’. The differences in these divergent expectations of science are not 
accidental. They refl ect, in ways that are beyond the scope of this paper, long-
standing cultural traditions about the appropriate way to legitimate political 
decisions in Britain and the United States (see, for example, Ezrahi 1990; Jasanoff 
1986). The point to note for now is simply that there  is  a political dimension to 
ways of thinking about uncertainty; yet, experts and policymakers are seldom 
aware of the deep-seated political and cultural biases that may infl uence their 
approaches to grappling with the unknown.    

  Risk and regulation in global perspective 
 How does the preceding discussion bear on the risks of global magnitude that are 
now confronting people on the earth: climate change, deforestation, marine pollu-
tion, loss of biodiversity, and new epidemics, to name just a few? I have tried to 
show thus far that risk concepts are not simply neutral descriptions of nature, but 
are culturally and politically conditioned ways of interpreting both our relation-
ship to the world around us and our obligations to others on the planet. What 
conclusions can we draw from what we have learned about the socially embedded 
character of the risk concepts that are currently being deployed to deal with envi-
ronmental debates at the international level? 

 There has been a tendency in elite decisionmaking circles to take for granted 
that science’s planetary perspective on environmental risks will resonate in the 
same way with all people everywhere in the world. Globalisation, in this view, 
should present no special or different regulatory challenges from the ones we 
already know within national regulatory contexts. The chief diffi culties that 
people foresee are those of developing the will and the technical capacity to 
implement potentially costly solutions to transnational problems (Skolnikoff 
1993; Haas et al. 1994). At the cognitive level, many believe that the task of 
globalisation is already complete. Let me fi rst document and then question these 
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convictions – and, fi nally, come back to a possible way around the confl icts that I 
foresee. 

  The fourth discontinuity 

 Many people associate the birth of the modern environmental movement with the 
picture of earth suspended alone in space, as fi rst seen by the Apollo astronauts. In 
the basic texts of modern environmentalism, author after author alludes to the 
transformative impact of this single image. Here is a typically lyrical passage 
from the ecologist Daniel Botkin (1990: 5):

  It is more than 20 years since the phrase ‘spaceship Earth’ was coined and 
made popular and 20 years since the Apollo astronauts took this famous 
photograph of the Earth from space – a blue globe, enveloped by swirling 
white clouds, against a black background – creating an image of a small 
island of life fl oating in an ocean of empty space.   

 A remarkably similar point was made by the World Commission on Environment 
and Development (WCED) in its infl uential report,  Our Common Future :

  In the middle of the 20th century, we saw our planet from space for the fi rst 
time. Historians may eventually fi nd that this vision had a greater impact on 
thought than did the Copernican revolution of the 16th century, which upset 
humans’ self-image by revealing that the Earth is not the centre of the 
universe. From space, we see a small and fragile ball dominated not by human 
activity and edifi ce but by a pattern of clouds, oceans, greenery, and soils. 
Humanity’s inability to fi t its activities into that pattern is changing planetary 
systems fundamentally. 

 (WCED 1987: 308)   

 The idea of a ‘scientifi c revolution’ has never been far from the minds of those 
who commented on the Apollo picture. Laurence Tribe, a one-time critic of tech-
nology policy and later a constitutional scholar at Harvard Law School, noted the 
role of this image – ‘the earth as a dramatically fi nite and surprisingly delicate 
blue-green globe’ (Tribe 1973: 620) – in ushering us toward ‘the fourth disconti-
nuity’. This was a moment that displaced the human ego by making it conscious 
of the physical limitations of the place that it inhabits. This decentering effect, 
Tribe and others have said, was on a par with three great intellectual discontinui-
ties of the past: the Copernican revolution, which displaced the earth from the 
centre of the universe; the Darwinian revolution, which displaced human beings 
from the pinnacle of the tree of creation; and the Freudian revolution, which 
exposed the workings of the unconscious mind and made humankind aware that 
we are not, after all, masters in our own house. 

 Continuing the theme of scientifi c revolutions, many environmentalists have 
suggested that the picture of our lonely planet brought about nothing less than a 
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paradigm shift in ways of thinking about how the world works. Lynton Caldwell 
(1990: 21), an eminent environmentalist and policy analyst, is one exponent of 
this position:

  [T]he change from the belief that the sun, moon, and stars revolved around 
the earth to the Copernican view of the earth’s place in the solar system was 
a paradigm shift. The change marked by [the aftermath of Apollo] is from the 
view of an earth unlimited in abundance and created for man’s exclusive use 
to a concept of the earth as a domain of life or biosphere for which mankind 
is a temporary resident custodian . . . The newer view sees it as an ultimately 
unifi ed system . . . that may supply man’s needs as long as he observes the 
system’s rules.   

 There is wide agreement, then, that  Apollo  confronted us with a unique 
historical moment – a moment defi ned by such radically new ways of seeing the 
earth that science was forced, in effect, to adopt a new environmental paradigm. 
Some have referred to this as the ecological epistemic paradigm, which stresses 
the interconnectedness of all of the earth’s living and non-living systems (Haas 
1990). 

 But the new paradigm raised many new questions and left some old problems 
profoundly unsettled. Chief among the uncertainties was the place of human 
beings in the biosphere. Hints of disagreement on this point can be found even in 
the passages quoted above. Take, for instance, from  Our Common Future  the 
observation that ‘Humanity’s inability to fi t its activities into that pattern is 
changing planetary systems fundamentally.’ Looking upon the earth’s bounded 
periphery, the World Commission was apparently inclined to regard humanity as 
an unwanted disturbance in the balance of the biosphere. In contrast, Caldwell’s 
designation of our species as a ‘temporary resident custodian’ grants more active 
agency to human beings, but imposes on them duties, increasingly recognised in 
the work of ethicists and international lawyers (Weiss 1989), to care for the inher-
ited planetary system and to pass it on intact to future generations. These two 
views of humankind – interloper versus custodian – clearly imply very different 
moral obligations in relation to the biosphere. They point as well toward different 
kinds of limitations on the rights of human societies to use, alter, and manage the 
environment. 

 The scientifi c theory of ecological interconnectedness leaves unanswered some 
fundamental questions about what human beings are entitled to do with their envi-
ronment. This is because the ecological paradigm focuses on the physical 
constraints of the biosphere without paying much attention to the economic, 
aesthetic, moral or spiritual dimensions of our relationship to the world around us. 

 There is another picture, somewhat less well-known than the  Apollo  image, that 
shows a night-time view of the earth’s major population centres. It is one way – 
and a very compelling one – in which the ecological view of the biosphere has 
been visually represented. It was published some years ago in a special issue of 
 Scientifi c American  entitled ‘Managing Planet Earth’. In his introductory essay 
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for that volume, ecologist William Clark (1990: 1) of Harvard University 
explained the picture’s signifi cance in the following terms:

  The global pattern of lights created by today’s civilisations is not unlike the 
pattern of exuberant growth that develops soon after bacteria are introduced 
to a nutrient-rich petri dish. In the limited world of the petri dish, such growth 
is not sustainable. Sooner or later, as the bacterial populations deplete avail-
able resources and submerge in their own wastes, their initial blossoming is 
replaced by stagnation or collapse.   

 This is a powerful analogy, and quite consistent with the premises of the ecological 
paradigm in emphasising the physical and biological limits on human existence. 
But notice what the analogy does  not  explicitly talk about: it does not say whether 
it is better –  before  reaching the point of stagnation or collapse – to have the lights 
in clusters, as they currently are in the world’s major industrial regions, or evenly 
divided all over the earth’s surface; nor does it say whether the lights are any more 
or less threatening for environmental sustainability depending on how they have 
been powered – with natural gas, solar panels, windmills, or nuclear energy.  

  Seeing things globally 

 The notion of the ‘fourth discontinuity’ is founded ultimately on a view of risk and 
scientifi c discovery that looks suspiciously like Justice Breyer’s. It assumes that 
reasonable people the world over will perceive environmental threats and chal-
lenges in the same way, especially if they are shown how to look at them by science. 
This perspective on risk and its scientifi c representation asserts itself with the confi -
dence of a supreme artist. Just let science show people the truth, and they will 
acknowledge its power and agree to live by it. Vincent Van Gogh wrote with just 
such confi dence to his beloved brother Theo about the pictures that he would not sell 
in his lifetime. His sunfl ower paintings in particular, Van Gogh imagined, captured 
the essence of these blossoms in a way that might change how others would see 
them. He wrote in this vein to Theo both while and after he was painting them:

  I have three canvases on hand: fi rst, three huge fl owers in a green vase, with 
a light background; the second, three fl owers – one gone to seed, one in 
fl ower, and the third a bud, against a royal blue background. This has a ‘halo’; 
that is, each object is surrounded by a glow of the complementary colour of 
the background against which it stands out. The third, twelve fl owers and 
buds in a yellow vase. This last is, therefore, light on light, and I hope will be 
the best .

 (Stone 1969: 379)   

 Later, he urged his brother to exhibit the paintings, saying that, while other artists 
might claim to have mastered other fl owers, ‘the sunfl ower is mine in a way’ 
(Stone 1969: 407). 
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 It is of course true that for many 20th-century citizens Van Gogh did forever 
transform the experience of seeing sunfl owers, but the mistake is to think that this 
happened simply through the miracle of his painting. Even a little refl ection brings 
to light the other ingredients in the story that had to come together in order for 
millions to appreciate Van Gogh’s genius: his legendary lack of success in his 
lifetime, his madness and suicide (which resonated well with emerging modern 
myths of the alienated artist), his sister-in-law’s careful tending of his memory, 
and the rise of a museum culture that brought these paintings to the masses. Nor 
should one forget that Van Gogh, for all his rebelliousness, was working within a 
culturally grounded painterly tradition that had taught artists to paint and people 
to see paintings in particular ways. His letters are full of detailed technical 
commentary on his own work and that of his fellow artists. His obsession with 
paint, light, and colour shines through even in the short sunfl ower passage quoted 
above. 

 If it takes all this weight of history and tradition to make people appreciate great 
works of art in the same way, then what work will it take to forge a common vision 
of problems in the global environment? There is a disquieting answer to this ques-
tion and it centres on the use of force. The critic and cultural historian Paul Fussell 
(1975) describes in his unforgettable account of the Great War how sunrise and 
sunset became for British soldiers in the trenches the emblems of nature, continu-
ally contrasted with the horrors and ironies of war. As Van Gogh was born into an 
active painterly tradition, so these young men from every class of society had 
been educated in a literary tradition that ran from Shakespeare to Ruskin and the 
Romantics. This tradition had given them a vocabulary for the expression of ‘sky-
awareness’, itself a culturally transmitted taste among country-loving Britons. But 
it was the discipline of the trenches that fundamentally reshaped the soldiers’, and 
eventually their whole culture’s, experience of this aspect of nature. 

 It was one of the war’s cruel reversals, according to Fussell (1975: 52), ‘that 
sunrise and sunset, established by over a century of Romantic poetry and painting 
as the tokens of hope and peace and rural charm, should come to be exactly the 
moments of heightened ritual anxiety’. This was the time when enemy lines were 
most distinctly revealed to each other, the Germans in the morning and the British 
in the evening. Dawn, Fussell adds, ‘never recovered from what the Great War did 
to it’; this once-peaceful time accumulated ‘the new, modern associations of 
dawn: cold, the death of multitudes, insensate marching in fi les, battles, and 
corpses too shallowly interred’ (Fussell 1975: 63). We recognise this as the dawn 
of 20th-century poets, from T.S. Eliot to Philip Larkin. 

 Fussell’s story makes us quail anew before Justice Breyer’s vision of bureau-
cratically rational risk assessment. Is centralised authority, aiming for military 
precision and control, really the way to override historical and cultural differences 
in the perception and management of environmental risk? Should regulators in 
fact emulate the military in order to gain the public’s trust? Even if top-down 
authority disciplines multitudes of people into common ways of seeing hazards, 
will the resulting agreement be worth the costs entailed? Is there any other way 
forward? 
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 Fortunately, a very different conception of the risk-based regulatory process 
has begun to emerge from recent studies by several signifi cant policy institutions, 
including the U.S. National Academy of Sciences and the Presidential/Congres-
sional Commission on Risk Assessment and Risk Management (Power and 
McCarty 1998). Three aspects of the new approach are especially worth noting: 
(1) each study advocates the intertwining of analysis (science) with deliberation 
(politics) from the very earliest stages of the process; (2) both emphasise feed-
backs and recursion, so that initial problem frames can always be revisited and 
redrawn in the light of experience; and (3) both accept the idea that closure comes 
from the needs of decisionmaking, not from a search for ultimate scientifi c resolu-
tion. The older linear model of risk assessment/risk management has not been 
abandoned, but it is now part of an entirely more complex process, one that is 
cyclical and grounded in, not separate from, the rhythms of deliberative politics. 

 To conclude, then, I have suggested that the social sciences have deeply altered 
our understanding of what ‘risk’ means – from something real and physical if hard 
to measure, and accessible only to experts, to something constructed out of history 
and experience by experts and laypeople alike. Risk in this sense is culturally 
embedded and has texture and meaning that vary from one social grouping to 
another. Trying to assess risk is therefore necessarily a social and political 
exercise, even when the methods employed are the seemingly technical routines 
of quantitative risk assessment. Judgments about the nature and severity of 
environmental risk inevitably incorporate tacit understandings concerning 
causality, agency, and uncertainty, and these are by no means universally shared 
even in similarly situated western societies. 

 Against this background, it makes very little sense to regulate risk on the basis 
of centralised institutional authority, insulation from public demands, and claims 
to superior expertise. Environmental regulation calls for a more open-ended 
process, with multiple access points for dissenting views and unorthodox perspec-
tives. Like science itself, any particular approach to understanding risk needs to 
acknowledge its own provisional status, in all humility, ‘lest one good custom 
should corrupt the world’ (Tennyson 1930: 327).    

   Note 
   *    Environmental Values , Vol. 8 (1999), pp. 135–52.    
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                 8 Judgment under siege 
 The three-body problem of expert 
legitimacy  *     

     The 2004 U.S. presidential election will be remembered for many things: the close 
margin of George W. Bush’s victory in the electoral vote (he would have lost to 
the Democratic candidate, John Kerry, if only the state of Ohio had swung the 
other way); renewed questions about the viability of the electoral college; the 
inaccuracies of exit polling; and the stark division of the country’s voting map 
into the “red” states of America’s heartland and the “blue” states of its more 
cosmopolitan periphery. More curiously, it was also an election that pitted one 
perception of the relationship of science and government against another. On 
Kerry’s side were multiple Nobel laureates and other leaders of the scientifi c 
community, vocally asserting that the Bush administration had betrayed science 
in the pursuit of crass political objectives.  1   These advocates cited the administra-
tion’s lack of support for embryonic stem cell research, which many saw as the 
next great frontier in biomedicine; they also pointed to a series of White House 
actions manipulating or suppressing scientifi c data – on environment, public 
health, and defense – that the government had deemed inconsistent with its overall 
political strategy.  2   Against these charges, Republican representatives either issued 
denials or claimed a superior ethical sensibility, most explicitly so in George 
Bush’s statement in the second presidential debate, “We’ve got to be very careful 
in balancing the ethics and the science . . . because science is important, but so is 
ethics, so is balancing life.”  3   

 This was not the way relations between science and government were scripted 
to work in mature democracies. For more than fi fty years, cooperation, not fric-
tion, has been the order of the day in dealings between science and the state in 
technologically advanced nations. Indeed, the political scientist Etel Solingen 
predicted that there would be “happy convergence” between the goals of the state 
and its scientifi c communities, when there is “a high degree of consensus between 
state structures and scientists, who enjoy internal freedom of inquiry and rela-
tively comfortable material rewards” (Solingen 1993: 43). More empirically 
minded researchers have shown that it is in the state’s interest to sponsor scientists 
as a separate “estate” to assist in matters of policy formulation and implementa-
tion (Price 1965), a “brain bank” to draw on for policy legitimation (Boffey 1975), 
or a skilled and specialized labor force available to lend its authority to the state in 
times of national need (Mukerji 1989). 
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 These fi ndings are consistent with the vision of a new social contract between 
science and the state put forward by presidential adviser Vannevar Bush at the end 
of the Second World War: in exchange for continued governmental support and 
freedom to defi ne their research priorities and methods, scientists would provide 
the public with benefi cial discoveries and a trained workforce (Bush 1945). Put 
succinctly, the contract provided money and liberty in exchange for knowledge 
and technical skills. In reality, the liberty offered to science was never complete; 
state support always came with strings attached, and the strings have both multi-
plied and tightened over the years, so that science today operates within a thick 
web of social constraints. Vannevar Bush’s hope of weaning American science 
from dependence on military aims, and so liberating scientists from national secu-
rity controls, for example, turned out to be illusory (Dennis 1994, 2004). Other 
state priorities, from environmental protection to enhanced university-industry 
collaboration, have shaped both the content and structure of governmental funding 
programs. And ethical concerns have led to varied restrictions on the use of federal 
funds for animal, human and biotechnological research, as well as a host of 
accounting and reporting mechanisms to force science to explain itself better to its 
public sponsors (Stokes 1997; see also Kevles 1998; Guston 2000). 

 Yet in a liberal democratic order, in which the state must continually expose 
itself to “attestive witnessing” by citizens (Ezrahi 1990), scientists’ cooperation in 
national projects remains an invaluable resource, and states for the most part have 
been unwilling to risk serious breaks with organized science for the sake of short-
term political gains. Rancorous partisan politics of the sort that surfaced in the 
2004 presidential election is therefore unprecedented in the annals of recent 
science and seems contrary to the spirit of the postwar social contract. If scientists 
and their expertise are of such immense value, then mere party politics ought not 
to disrupt the peaceful coexistence of science and the state. Why, then, have rela-
tions between science and the party in power soured of late? Why, more specifi -
cally, have tensions arisen around biomedical funding, for decades one of the 
most pampered and cosseted areas of U.S. science policy? 

 In addressing these questions, I argue that the implicit contract between science 
and the state has subtly shifted focus in recent decades. Although public support 
for science remains of paramount concern to researchers and research institutions, 
the politics of science no longer centers solely on the size of appropriations. Only 
by continually reaffi rming its utility in expanding domains of application can 
science assert sustained claims on the public till. At stake, therefore, is a deeper 
right to defi ne how, when, by whom, and to what extent science will be integrated 
into the solution of public problems, and who, indeed, will frame those problems 
in the fi rst place. These questions straddle the line between science and politics, or 
truth and power, and attempts to answer them entail inevitable boundary confl icts 
over where the role of science ends and that of politics or policy begins (on 
boundary confl icts involving science see Gieryn 1999). Precisely this sort of 
boundary struggle can be discerned in George Bush’s desire to locate the stem cell 
controversy in the domain of “ethics” and “balancing life” – areas of acknowl-
edged political supremacy rather than in “science.” 
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 As the stakes have shifted, so too has the content of the decisions for which the 
state relies on science. Across a wide range of contemporary policy issues, uncer-
tainty and ignorance militate against the design of unambiguous technical solu-
tions. Broadly characterized by the label of “risk” (Beck 1992), the threats that 
states are asked to mitigate on behalf of their citizens require the assessment of 
complex trajectories of social, technological and environmental change. There is 
typically no single, universally agreed upon, correct outcome to these sorts of 
assessments. Incoherence, not consensus, is the normal epistemological condition 
in many domains of policy-relevant knowledge. 

 In offering opinions on such contested and indeterminate issues, scientists can 
no longer stand on fi rmly secured platforms of knowledge. The questions contem-
porary policymakers ask of science are rarely of a kind that can be answered by 
scientists from within the parameters of their home disciplines. Scientists instead 
arc expected to function as experts, that is, as persons possessing analytic skills 
grounded in practice and experience, rather than as truth-tellers with unmediated 
access to ascertainable facts. Accordingly, the technical expert’s attributes often 
include, but are rarely limited to, mastery of a particular area of knowledge. What 
politicians and society increasingly expect from experts in decisionmaking proc-
esses is the ability to size up heterogeneous bodies of knowledge and to offer 
balanced opinions, based on less than perfect understanding, on issues that lie 
within nobody’s precise disciplinary competence. Judgment in the face of uncer-
tainty, and the capacity to exercise that judgment in the public interest, are the 
chief qualifi cations sought today from experts asked to inform policymaking. In 
these circumstances, the central question is no longer which scientifi c assessments 
are right, or even more technically defensible, but whose recommendations the 
public should accept as credible and authoritative. That question leads immedi-
ately to a second-order query: whose judgment should we trust, and on what 
basis? 

 All this has important consequences for democracy. So long as scientists were 
called upon mainly to provide specialized information – or, in the familiar phrase, 
to “speak truth to power” – there was no need to worry unduly about their political 
accountability. Peer pressure, it was assumed, would keep scientists honest; 
deviations from standards of professional rectitude would be uncovered and 
corrected by communities whose central function was to discover the truth and 
make it public. The shift from science to expertise, and from knowledge to 
judgment, confounds this easy expectation. Holding persons accountable for 
speaking the truth is different from holding them accountable for exercising judg-
ment. And yet, as I show below, the discourses and practices of accountability 
have not yet caught up with the changing role of experts in the political process. 
Accountability measures in many societies still focus on one or possibly two of 
the three bodies that are relevant to the effective integration of science and poli-
tics: the bodies of knowledge that experts represent (“good science”); the bodies 
of the experts themselves (“unbiased experts”); and the bodies through which 
experts offer judgment in policy domains (“balanced committees”). The democra-
tization of expertise demands, I suggest, renewed attention to the third of these 



Judgment under siege  153

bodies – namely, the institutions of advice-giving. It is this neglected level of 
analysis that I foreground in this paper, arguing that attempts to ensure data quality 
and lack of bias are not alone enough to serve the needs of democratic govern-
ance; measures are also needed for securing the legitimacy of expert advisory 
bodies. 

 To this end, I begin by briefl y discussing the disjunction between the rhetoric of 
scientifi c disinterestedness in U.S. science policy and the reality of science’s 
thickening ties to society. I then use two phases of the American debate on the 
peer review of regulatory science to show how a reductionist rhetoric of “good 
science” – encompassing only the fi rst of the three relevant bodies – continues to 
dominate the U.S. framing of the problem of expert legitimacy. That framing, I 
show, is deeply resistant to counter-discourses emanating both from academic 
research in science and technology studies (STS) and from national regulatory 
practice. One consequence of that framing, in turn, is to blur the lines of expert 
accountability, drawing attention away from the institutional setting of advice-
giving and concealing the need for public review of expert judgments. 

 Contrasting the American approach with that of Britain and Germany, I next 
illustrate how partial vision is not unique to the United States: these political 
cultures have also dealt selectively with the three-body problem, each highlighting 
one body at the expense of the others. I conclude by discussing the need for a 
richer theorization of the authority of policy-related expertise. Through that work 
we can begin to supplement, and compensate for, the weaknesses of accounta-
bility systems that reduce the three-body problem of expert legitimation to one or 
another of its constitutive elements.  

  The disinterestedness of science: rhetoric and reality 
 It is tempting to dismiss the scientifi c community’s opposition to the Bush admin-
istration in 2004 as the complaints of a disappointed suitor. As the veteran science 
journalist Daniel Greenberg has documented, scientists dependent on the state for 
research support now constitute a powerful lobby, no less insistent in their demand 
for public funds than the benefi ciaries of any other entitlement program (Green-
berg 2001). This dependence, according to Greenberg, has bred a variety of 
deplorable behaviors in the scientifi c community, ranging from overselling the 
promises of research to outright fraud. Scientists, on this account, have lost faith 
in an administration that has not simply poured funds into new research frontiers 
identifi ed by their communities, from climate change to embryonic stem cells. 
Political success has eroded what Greenberg sees as science’s historically pristine 
ethical position – a position famously characterized by the sociologist Robert 
Merton as including the virtues of openness, communal sharing of results, and 
lack of interest in the fi nancial or political consequences of inquiry (Merton 1973). 

 The overt political positioning of prominent scientists and scientifi c organiza-
tions in the 2004 U.S. presidential campaign was certainly a stark reminder that 
the years of ivory-tower science, guided by the Mertonian norms, are defi nitively 
over. With active state encouragement,  4   scientists in the United States and around 
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the world have become avid entrepreneurs, not only in the search for nature’s 
secrets but also in tirelessly seeking support for their work before and after the 
phase of discovery. The resulting multi-level engagement of scientists with politi-
cians, venture capitalists, journalists, the mass media, patent lawyers, the courts, 
and the public renders almost fantastic any residual notions of science’s disinter-
estedness and detachment from society. 

 But the messiness of today’s interactions between science and society is not 
news to academic observers of that relationship. At no point in the growth of 
modern science was detachment from society the norm (see, for instance, Shapin 
and Schaffer 1985; Golinski 1992; Jardine 1999; and for the modern period, 
Kevles 1987). Rather, science and other powerful social institutions – church, 
state, corporations, the media – have long engaged in negotiations about the nature 
and limits of the patronage that scientists enjoy, and the associated constraints on 
their liberty. Science’s vaunted detachment, in other words, is a partial thing, 
achieved through societal interactions that are necessarily political. Galileo had to 
submit his beliefs formally to the strictures of the Catholic Church. Today, the 
controls on science are more subtle, if more pervasive: they relate, for the most 
part, not to scientists’ substantive beliefs on particular issues, but to the means 
with which they are allowed to pursue certain lines of inquiry, the conditions 
under which their advice is sought, and the extent to which research trajectories 
are subordinated to political imperatives such as war or national security, environ-
mental protection, or fi nding cures for life-threatening disease. 

 Clearly, then, it is both simplistic and ahistorical to claim that science became 
politicized for the fi rst time at the turn of the 21st century, for arguably there never 
has been a time when the work of science was wholly distinct from the work of 
politics.  5   To be sure, substantial qualitative and quantitative changes have occurred 
in the performance of science and in its social, political, and economic links to 
society. Some have argued that the increased density of science-society interac-
tions, particularly in the conduct of research, constitutes in and of itself a break 
with the past. European science policy scholars, in particular, have suggested that 
purely curiosity-driven, basic, or “Mode 1” research is a thing of the past. Instead, 
they say, we have entered the era of “Mode 2” science, characterized by wide-
ranging interdisciplinarity, growing public-private collaboration, the rise of 
 application-driven sciences, and increased demands for social accountability 
(Gibbons et al. 1994; Nowotny et al. 2001). These observations have rightly been 
seen as signifi cant for the organization and funding of science, but their implica-
tions go further. Thoroughgoing changes in the production of science cannot but 
affect the foundations of scientifi c authority. As long as scientists could claim 
objective access to nature’s laws, on the basis of observations unbiased by personal 
or political interests, that alone was suffi cient to underwrite their expertise. With 
science more and more being produced in the service of social ends, the possi-
bility of bias is far more evident, and the grounds of expert authority correspond-
ingly in greater need of rearticulation. 

 Yet if the practices of science have evolved in the ways that scholars have docu-
mented, the political rhetoric around science has not kept pace, particularly in the 
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United States. One looks in vain for explicit acknowledgment that expert delib-
erations are a site of hybrid judgment, combining technical and normative consid-
erations. Instead, virtually all public pronouncements on the role of science in 
policy home in on the need for untainted science and the associated need to defend 
science from the corrupting encroachments of money and politics. Thus, the 
United States charged the European Union with maintaining an illegal and  unsci-
entifi c  moratorium against the importation of genetically modifi ed crops and foods 
in its 2004 case in the World Trade Organization (Winickoff et al., in press). In a 
related vein, Europe’s commitment to the precautionary principle has been widely 
decried by U.S. critics as a politically motivated opt-out from the intellectual rigor 
of  scientifi c  risk assessment – not taken on board as a valid normative response to 
uncertainty. U.S. scientists for their part have also tended to frame disputes over 
policy-relevant science in the black and white language of purity and deviance, 
whose logic is to represent scientists as accountable only to their own specialist 
peers. The Union of Concerned Scientists, for example, focused its February 2004 
pre-election campaign on the need to restore scientifi c integrity in policymaking. 

 This lag between reality and rhetoric does not advance the cause of democracy. 
If science has always been in some deep sense political, then it is not the  fact  of 
science’s embeddedness in politics that should any longer be of primary concern, 
but rather the  nature  of that embedding and its implications for accountable 
governance. When an American administration withholds research funds from a 
promising area of biomedicine, or denies the validity of the scientifi c consensus 
on climate change, the problem is not the threat that is thereby posed to the mythic 
purity of science. Of greater importance is the tacit change that such disagree-
ments signal in the rules of the game by which science and politics have previ-
ously ordered their relations vis-à-vis each other. There is an apparent retreat from 
politicians’ earlier deference to scientists’ judgments on basic elements of science 
policy: when is it in the public’s best interests to fund a promising line of research; 
and when is contested knowledge robust enough to justify policy action? Put 
differently, what seems to have eroded in the Bush era is not so much the integrity 
of science itself as scientists’ infl uence over decisions at the nexus of science and 
politics – above all, over how to deliberate and how to act when knowledge and 
understanding are incomplete. It is that shift in the seat of judgment that calls for 
analysis. 

 Occurring largely outside the purview of formal legal and political institutions, 
such struggles over the institutional division of power between science and poli-
tics raise important questions for governance and political theory. At a time when 
the vast majority of public decisions involve sizeable components of technical 
analysis, any change in the relative positions of scientifi c and political judgment 
carries with it a displacement in the exercise of power, with possible consequences 
for participation, deliberation and accountability. Now no less than in 1960s, 
when Yale University political theorist Robert Dahl used it as the title of his 
seminal treatment of democracy, the question at the heart of politics remains, 
“Who governs?” (Dahl 1961). A difference, however, is that technical decision-
making is now more visibly and continuously a part of the playing fi eld of politics. 
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Consequently, there is a need to enlarge the scope of political analysis to take on 
board, or retheorize, the role of experts in processes of governance. A look at two 
episodes in some 25 years debate on the quality of regulatory science in the United 
States underscores the need for conceptual advances.  

  The recursive politics of regulatory peer review 
 The quality and reliability of science for public policy have been recurrent themes 
in the United States for more than a quarter-century (see particularly Jasanoff 
1990). Critics of policy-relevant science have sought to ensure its robustness, and 
a favorite device has been the review of the government’s fi ndings and conclu-
sions by other, appropriately trained eyes. This demand supplements the more 
general requirement of public justifi cation, minimally through notice and comment 
provisions, that has been a part of the U.S. administrative process since the mid-
1940s. On the assumption that policymakers’ judgments on science as on other 
matters will be mission-oriented, and hence potentially biased, critics have 
demanded that those judgments be submitted to validation by experts, in other 
words, to peer review. Ongoing controversy over the forms of peer review in U.S. 
regulatory decisionmaking offers an ideal site for reconsidering the rules of 
accountability that secure expert legitimacy in that country. Two moments in the 
peer review debate are of particular interest, the fi rst occurring in the 1980s and 
the second in 2003 and 2004. Together, they illustrate the power of a framing of 
policy-relevant science that persistently denies its hybridity and normative 
content. 

 An issue that captured the attention of U.S. policymakers perhaps more than 
any other in the late 1970s was what to do about cancer-causing substances in the 
environment (for a detailed account of these developments, see Brickman et al. 
1985). In 1971, President Richard Nixon declared a “war on cancer,” which reso-
nated with public fears of an insidious and irreversible disease that had become, 
with heart disease, one of the country’s two biggest killers. Federal agencies 
responsible for regulating the environment, pesticides, food and drugs, cosmetics, 
consumer products, and worker health and safety took up the challenge of working 
out principles for assessing and controlling the risks of carcinogens. Operating 
under newly precautionary legislation, these agencies were charged with 
preventing harms to public health and the environment before they materialized. 
In the case of carcinogens, this meant identifying the hazardous substances, if 
possible, before they entered the commercial pipeline or were dispersed into the 
environment. To carry out that preventive mandate, regulators felt they had to 
make many conservative assumptions: about the mechanisms of cancer causation 
(e.g., no safe threshold of exposure); dose-response relationships (e.g., that cancer 
incidence at high exposure doses should be linearly extrapolated to low doses); 
and the relationship between humans and test animals (e.g., that humans should be 
assumed to be similar to the most sensitive test animals). Affected industries 
argued, for their part, that these assumptions were scientifi cally untenable and led 
to irrational, economically burdensome regulation. Agency risk assessments, 
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critics charged, would not hold up to scrutiny if they were peer reviewed by 
impartial experts with no ties to the agencies’ regulatory mission. 

 It emerged in the ensuing debate that the term “peer review” was highly malle-
able and functioned effectively as an instrument of boundary maintenance between 
science and politics, as well as between regulators and their critics (Jasanoff 
1987). Virtually all interested parties agreed that the science underlying regula-
tory decisions ought to be reviewed in some fashion, but there the consensus 
ended. There were disagreements about who the reviewers should be, what should 
be reviewed, and how review processes should be structured and organized. In my 
1990 study of these developments, I concluded that “peer review,” had fallen 
together with the more general function of expert advice-giving (Jasanoff 1990). 
Scientifi c advisory committees had become what I termed a “fi fth branch” of 
government, and they functioned best when they conformed to standards of polit-
ical legitimacy as well as technical rationality. Advisory processes produced the 
highest levels of participant satisfaction when they permitted the joint negotiation 
of technical and normative concerns and when expert advisers remained answer-
able to the publics affected by their judgments. 

 The peer review debate of the 1980s ended pragmatically in a victory for agency 
discretion and decentralized decisionmaking. An infl uential 1983 report by the 
National Research Council (NRC), the advisory arm of the National Academies, 
concluded, against industry advocacy to the contrary, that risk assessment func-
tions should not be located within a single expert body but should rather be carried 
out separately by each relevant agency, consistent with its particular statutory 
mandate (National Research Council 1983). Called the Red Book because of its 
cover color, the report defi ned risk assessment as a purely technical activity, as 
distinct from risk management, a process taking account of economic and social 
factors. Yet background studies commissioned for the Red Book affi rmed that risk 
assessment, too, was a hybrid process, calling for value judgments as well as tech-
nical analysis. Those fi ndings buttressed the report’s conclusion that risk assess-
ment should remain within the control of authorized regulatory bodies – and, by 
extension, their legislative missions. Implicitly, the Red Book concluded that 
process and substance legitimately infl uence each other in regulatory analysis. 
While not cognizant of the academic literature in science and technology studies, 
the NRC report was in this respect compatible with emerging STS insights about 
the co-production of knowledge and norms (Jasanoff 2004). 

 In retrospect, we can say that the Red Book’s practice was more sophisticated 
than its rhetoric, but – unrefl exively adopted and with no theoretical underpin-
nings – the practice proved less infl uential than the rhetoric. Discursively, the 
report gave strong support to the characterization of risk assessment as a science, 
a view that powerfully informs regulatory discourse to this day. In terms of prac-
tice, the report offered a far more subtle view of the weaving together of analysis 
and judgment. In effect, the Red Book contained within its covers two contradic-
tory views of risk assessment and regulatory science that would come into clearer 
focus over subsequent years (see  Table 8.1 ).  6   Politically, however, it was the less 
nuanced and more easily instrumentalized view that proved more durable. 
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     As if to illustrate this point, a second major episode in the politics of U.S. peer 
review began unfolding in the summer of 2003. On August 29 of that year, the 
Offi ce of Information and Regulatory Affairs (OIRA) of the Offi ce of Manage-
ment and Budget (OMB), the economic arm of the executive branch, issued a 
 Proposed Bulletin on Peer Review and Information Quality . The  Bulletin ’s stated 
purpose was to ensure “meaningful peer review” of science pertaining to regula-
tion, as part of an “ongoing effort to improve the quality, objectivity, utility, and 
integrity of information disseminated by the federal government.”  7   Specifi cally 
targeted was the category of “signifi cant regulatory information,” that is, informa-
tion that could have “a clear and substantial impact on important public policies 
or important private sector decisions with a possible impact of more than $100 
million in any year.” The proposal, it was estimated, would have far-reaching 
infl uence across the federal agencies, requiring 200 or more draft technical docu-
ments to be subjected annually to OMB-supervised “formal, independent, 
external” peer review (Anderson 2003). 

 The  Bulletin ’s principal intellectual justifi cation was that the quality of science 
crucially depends on peer review. As the text observed,

  A “peer review,” as used in this document for scientifi c and technical infor-
mation relevant to regulatory policies, is a scientifi cally rigorous review and 
critique of a study’s methods, results, and fi ndings by others in the fi eld with 
requisite training and expertise. Independent, objective peer review has long 
been regarded as a critical element in ensuring the reliability of scientifi c 
analyses. For decades, the American academic and scientifi c communities 
have withheld acknowledgment of scientifi c studies that have not been subject 
to rigorous independent peer review. 

 ( Bulletin , Supplementary Information, 68  Federal Register  54024)   

  Table 8.1     Two discourses of risk analysis  

  Dominant discourse    Insights from regulatory practice  

 Risk assessment (RA) should be separate 
 from risk management (RM). 

 Judgment enters into both RA and RM; there 
 can be no clear separation. 

 RA should not include economic, social, 
 and political concerns. 

 RA occurs within particular frames which 
 refl ect social and political values and may 
 differ across cultures. 

 RA can be and should be science-based.  RA is limited by uncertainty and ignorance. 
 There is a clear boundary between 
 science and politics; there exist 
 pre-established criteria by which we 
 can decide whether an analysis is 
 science-based. 

 The boundary between science and policy is 
 not given in advance; criteria are 
 established by negotiation and convention. 
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 These statements, and indeed the entire thrust of the  Bulletin , assumed that science 
is a unitary form of activity, that peer review likewise is a singular, well-defi ned 
process, and that the application of peer review to all forms of science – including 
regulatory science – can therefore be viewed as unproblematic. Peer review was 
advanced as a kind of objective audit mechanism for policy-relevant science, to be 
applied as a backstop to studies conducted by and for regulatory agencies. This 
characterization downplayed the political implications of removing ultimate 
control of the review process from the jurisdiction of the regulatory agencies to 
the OMB, and thereby to a White House with a notably anti-regulatory 
philosophy. 

 The  Bulletin  appeared to turn the clock back on years of policy learning. Not 
only was it oblivious to research fi ndings on the interpretive fl exibility of peer 
review, but it also went against the grain of the 1983 NRC Red Book in calling 
for a single, uniform process of validation, approved by OMB, for all types of 
regulatory science. The impulse toward standardization, overriding cross-agency 
differences in practice, was visible at many points in the proposal text, as exempli-
fi ed by the following quotations:  8  

  54024: “Existing agency peer review mechanisms have not always been 
suffi cient to ensure the reliability of regulatory information disseminated or 
relied upon by federal agencies.” 

 54024: “Even when agencies do conduct timely peer reviews, such reviews 
are sometimes undertaken by people who are not independent of the 
agencies.” 

 54025: “When an agency does initiate a program to select outside peer 
reviewers for regulatory science, it sometimes selects the same reviewers for 
all or nearly all of its peer reviews on a particular topic.” 

 54025: “it is also essential to grant the peer reviewers access to suffi cient 
information . . .” 

 54025: “the results are not always available for public scrutiny or comment.” 

 54025: “experience has shown that they are not always followed by all of the 
federal agencies, and that actual practice has not always lived up to the ideals 
underlying the various agencies’ manuals.”  9     

 Not surprisingly, the OMB proposal came under severe criticism from many quar-
ters, including the highest reaches of organized science, where the move to draw 
regulatory peer review within the supervisory ambit of an already suspect execu-
tive branch was immediately perceived as political. In November 2003, the 
National Academy of Sciences hosted a public workshop at which were aired 
many research and practice-based objections to the proposal. By mid-December, 
the end of the offi cial comment period on the proposed  Bulletin , 187 written 
responses had been fi led, some two-thirds critical of the proposal. At its February 
2004 annual meeting, the American Association for the Advancement of Science 
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(AAAS) adopted a resolution calling on OMB to withdraw the proposal. Reasons 
offered by AAAS and other opponents included fears of political interference, 
unnecessary bureaucratic hurdles, asymmetric treatment of experts funded by 
agencies and corporations (the proposal initially identifi ed only the former as 
having a potential confl ict of interest), and the rigidity of a “one size fi ts all” 
approach to review (see, for example, Steinbrook 2004;  Philadelphia Inquirer , 
January 25, 2004). 

 For me personally these developments posed particular intellectual challenges. 
As an STS scholar whose work had specifi cally addressed the topic of regulatory 
peer review, I had a stake in opposing a policy initiative that seemed inconsistent 
with the basic fi ndings of my and my colleagues’ work. I was also aware that my 
own study of advisory committees could be, and had been, uncritically read as an 
endorsement of more stringent peer review, with little attention to my observa-
tions about the constructedness of policy-relevant knowledge.  10   Breaking a life-
time habit of standing apart from current controversies, I therefore participated in 
the National Academy workshop and, more exceptionally, submitted written 
comments to OMB urging that the proposal be retracted. My conclusions that 
regulatory science is different in context and content from research science, and 
that “peer review” therefore cannot be uncritically translated from one domain to 
the other, were referenced in the AAAS resolution and to some extent reported in 
the media. Their impact on OMB, however, proved slight. 

 On April 15, 2004, OMB issued a substantially revised proposal, taking note of 
many of the submitted comments.  11   The new version narrowed the scope of the 
most stringent peer review requirement to a newly defi ned category of “infl uential 
scientifi c information” containing, as a subset, “highly infl uential scientifi c assess-
ments”; it also granted more fl exibility to agencies to design their peer review 
procedures, and it removed the one-sided restriction on experts whose research 
was funded by regulatory agencies. At the core, however, the proposal continued 
to embrace the notion of an autonomous science whose quality and objectivity 
could be improved in a straightforward way through critical scrutiny by “peers.” 
Instructively, the revised proposal cited my work on advisory committees only to 
support the propositions that peer review practices are varied and that fair and 
rigorous review can build consensus around agency actions based on science. 
That regulatory science is, by its very nature, a site of politics was evidently 
inconsistent with the deeply entrenched Mertonian discourse of science’s integ-
rity, independence, quality and rigor. In this case, as we have seen, the discourse 
of scientifi c integrity masked a profoundly political institutional realignment 
between regulators and the White House. Neither scholarship nor practical 
wisdom was able to undermine a discourse that offered such substantial instru-
mental benefi ts to the ruling interests of the moment.  

  Cultural practices of expert legitimation 
 As in the United States, regulators in Britain and Germany have accepted risk 
assessment as a principled approach to ordering knowledge and weighing policy 
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alternatives, and risk analysis occupies a central place in both countries’ practices 
for coping with the consequences of technological change.  12   Yet in neither 
European national setting has the methodological robustness of risk assessment 
received nearly the same attention as in the United States, and nowhere else have 
political battle lines been drawn around the design of regulatory peer review. 
Tacitly, at least, decisionmaking in both European countries takes on board the 
hybrid picture of risk judgments that represented one face of the 1983 NRC Red 
Book report (see  Table 8.1 ). That hybridity, in turn, demands accountability to 
wider interests than those of relevant technical communities – forcing considera-
tion of more than simply the body of policy-related knowledge. Accordingly, 
political representation remains part and parcel of the process of risk analysis in 
both countries, consciously built into the design of expert committees and consult-
ative processes. 

 But even though the hybridity of risk judgments is generally conceded, prac-
tices for ensuring lack of bias remain partial and untheorized, refl ecting different 
cultural traditions for the construction of public knowledge – traditions that I have 
elsewhere termed “civic epistemology” (Jasanoff 2005:  chapter 10 ). On the 
whole, the focus in British regulatory circles is on the body of the expert: account-
able judgment is sought through consultation with persons whose capacity to 
exercise judgment on the public’s behalf is regarded as superior, even privileged. 
Though members of British expert panels can and do represent both technical 
specialties and social interests, ultimately it is the excellence of each person’s 
individual discernment that the state most crucially relies on. To a remarkable 
extent the legitimacy of British expertise remains tied to the person of the indi-
vidual expert, who achieves standing not only through knowledge and compe-
tence, but through a demonstrated record of service to society. It is as if the 
expert’s function is as much to discern the public’s needs and to defi ne the public 
good as to provide appropriate technical knowledge and information for resolving 
the matter at hand. 

 Needless to say, this faith in individuals’ power to see for the people could 
hardly exist in a more diverse or less empiricist cultural context, where common 
norms of judging and assessing facts were felt to be lacking. A cost of the British 
stress on virtuous expert bodies has been to protect the assumption of common 
vision itself from critical examination. Consequently, a narrow group of experts 
can with the best will in the world make erroneous judgments on matters that were 
too complex for their collective reckoning. Britain’s infamous “mad cow” disaster 
of the 1990s illustrated the hazards of blind faith in embodied expertise at the 
expense of due consideration to what experts know, or can know, and the institu-
tional context in which they exercise their expertise.  13   

 In Germany, by contrast, expert committees are usually constituted as micro-
cosms of the potentially interested segment of society; judgments produced in 
such settings are seen as unbiased not only by virtue of the participants’ individual 
qualifi cations, but even more so by the incorporation of all relevant viewpoints 
into a collective output. Reliance on personal credentials is rare in Germany unless 
it is also backed by powerful institutional supports. To be an acknowledged expert 
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in Germany, one ideally has to stand for a fi eld of experience larger than one’s 
own particular domain of technical mastery. And it is ultimately the institutional 
context for forming communal expert judgments that matters most to producing 
social robustness. 

 The constitution of such bodies refl ects something important about what counts 
as right reason in the German public sphere. The painstakingly representative 
character of German expert advisory bodies, their membership often specifi ed in 
detail by legislation, encodes a belief that it is possible to map the terrain of reason 
completely; an accurately confi gured map can then be translated into an institu-
tionalized instrument of decisionmaking. An expert within such an institution 
functions almost as an ambassador for a recognized region or place from among 
the allowable enclaves of reason. Rationality, the ultimate foundation of political 
legitimacy in Germany, fl ows from the collective reasoning produced by authori-
tatively constituted expert bodies. A paradoxical consequence of this map-making 
approach to public reasoning is that expert bodies, once constituted, leave no 
further room for  ad hoc  citizen intervention. They become perfectly enclosed 
systems, places for a rational micro-politics of pure reason, with no further need 
for external accountability to a wider, potentially excluded, and potentially irra-
tional, public. 

 These contrasts help throw the cultural specifi city of U.S. legitimation prac-
tices, and their solution to the three-body problem, into sharper relief. Profes-
sional skills and standing count for more in the United States than the intangible 
qualities of individual judgment (as in Britain) or institutional representation and 
balance (as in Germany). In a meritocracy that prides itself on individualism and 
objective markers of intelligence (Carson 2004), the surest way to become an 
expert is by climbing the ladder of professional recognition. What an expert stands 
for or has achieved outside the spheres of method and knowledge is of lesser 
consequence. Civic virtue is not a prime desideratum in the appointment of 
experts, although the capacity for team work obviously plays a part in the nomina-
tion and selection of experts for important advisory positions. 

 Of course, U.S. policy is not wholly insensitive to possible imbalances in the 
constitution of expert groups. The Federal Advisory Committee Act seeks to 
correct for just this eventuality through its requirement that committees be 
balanced in terms of the views they represent. Nonetheless, the dominant discourse 
of policy-relevant science remains unwaveringly committed to Mertonian ideals 
of purity and detachment, despite all scholarly demonstrations of hybridity and 
co-production. It is the perceived deviation from the transcendent objectivity of 
science that most often threatens expert legitimacy in the United States. Allega-
tions that experts have been captured by political interests or by politically moti-
vated research programs erupt in U.S. policy debates with a regularity unheard of 
in other modern democracies. 

 None of the three ideal-typical solutions to the problem of expert legitimacy 
provides for systematic lines of accountability running from experts to wider 
publics. Intensely political choices of individual experts and groupings remain 
concealed behind divergent national rhetorics and practices of accountability.  
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  Theory as intervention: regrounding the legitimacy of expertise 
 Experts have become indispensable to the politics of nations, and indeed to trans-
national and global politics. Experts manage the ignorance and uncertainty that 
are endemic conditions of contemporary life and pose major challenges to the 
managerial pretensions and political legitimacy of democratically accountable 
governments. Faced with ever-changing arrays of issues and questions – based on 
shifting facts, untested technologies, incomplete understandings of social 
behavior, and unforeseen environmental externalities – governments need the 
backing of experts to assure citizens that they are acting responsibly, in good faith, 
and with adequate knowledge and foresight. The weight of political legitimation 
therefore rests increasingly on the shoulders of experts, and yet they occupy at 
best a shadowy place in the evolving discourse of democratic theory. 

 I have suggested that expert legitimacy should be reconceptualized as a three-
body problem that pays explicit attention to each of the three bodies involved in 
producing expert judgments: the body of knowledge that experts concededly 
bring to decisionmaking; the individual bodies of the experts themselves; and the 
institutionalized bodies through which they offer judgment and policy advice. A 
brief study of the peer review debate in the United States illustrates the political 
hazards of too great an emphasis on the fi rst body: the knowledge component of 
expert judgments. Coupled to an outmoded and uncritically accepted discourse of 
scientifi c purity, that emphasis has impeded wide debate by American scholars 
and publics on the credibility of experts and the institutional foundations of their 
legitimacy. 

 A brief contrast with two European political systems shows that the U.S. 
approach, while possibly unique in its commitment to a transcendental notion of 
scientifi c integrity, is not unique in the partiality of its understanding of expert 
legitimacy. The U.K. emphasis on the embodied expert and the German preoc-
cupation with rational expert collectives each militates against deeper questioning 
of the constituents of expert authority. More specifi cally, no national decision-
making system has as yet taken on board the fundamental STS insight that experts 
 construct  – they do not simply  fi nd  – the knowledge base on which they rest their 
hybrid analytic-deliberative judgments. In each democratic society, then, an 
imperfect framing of the problem of expertise has foreclosed the continuous 
dialogue between expert and critical lay judgment that is imperative under 
contemporary conditions of ignorance and uncertainty. 

 Addressing this defi cit in democratic practice requires us to recast the role of 
experts in terms that better lend themselves to political critique. Key to this move, 
as I have argued elsewhere, is to import notions of delegation and representation 
into the analysis of expert decisionmaking (Jasanoff 2003). Under a theory of 
delegation, experts can be seen as acting not only in furtherance of technical 
rationality, but also on behalf of their public constituencies, under cognitive and 
normative assumptions that are continually open to wider review. Equally, citi-
zens need to recognize that governmental experts are there to make judgments on 
behalf of the common good rather than as spokespersons for the impersonal and 
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unquestionable authority of science. In turn, this means that a full-fl edged polit-
ical accountability – looking not only inward to specialist peers but also outward 
to engaged publics – must become integral to the practices of expert deliberation. 

 We come, fi nally, to a concluding word on the role of scholarship and the rela-
tions of theory to practice. The history of expertise as a public problem in the 
United States and elsewhere suggests that deep reform – aimed not just at current 
policy practice but at its entrenched ideological foundations – cannot be effec-
tively mounted at the surfaces of already framed debates and controversies. The 
long U.S. conversation on regulatory peer review illustrates the impediments to 
making critical voices heard within the press of politics as usual. To challenge, let 
alone change, deep-seated habits of mind and thought, embedded in resistant 
institutional practices, requires the would-be critic of expert rule to step out and 
away from the four corners of ongoing disputes. It calls for the tacit assumptions 
of the workaday political world to be made explicit, and for new languages to be 
elaborated to describe previously unseen or taken-for-granted realities. Scholar-
ship provides the platform for such intervention, and the power of the word, 
backed by historical knowledge and critical analysis, stands ready to be embraced 
in the project of rejuvenating democracy.   

   Notes 
    *    In Peter Weingart and Sabine Maasen, eds.,  Democratization of Expertise? Exploring 

Novel Forms of Scientifi c Advice in Political Decision-Making , Sociology of the 
Sciences Yearbook (Dordrecht: Kluwer, 2005), pp. 209–24.  

   1   For a summary of these charges, see the statement on “Restoring Scientifi c Integrity in 
Policymaking” issued by the Union of Concerned Scientists on February 18, 2004,  http://
www.ucsusa.org/  (visited January 2005). See also US House of Representatives, 
Committee on Government Reform (Minority Report),  Politics and Science in the Bush 
Administration ,  http://www.house.gov/reform/min/politicsandscience/pdfs/pdf_politics_ 
and_science_rep.pdf  (visited April 2004).  

   2   The Republican strategy included placating the religious right on issues relating to 
abortion (hence, by extension, stem cell research), as well as industrial special interests 
opposed to stringent controls on carbon emissions and other forms of environmental 
regulation.  

   3   CBS News.com, Text of Bush-Kerry Debate II, St. Louis, Missouri, October 8, 
2004,  http://www.cbsnews.com/stories/2004/10/08/politics/main648311.shtml  (visited 
November 2004).  

   4   A notable example of such encouragement in the United States was the 1980 Bayh-
Dolc Act, which in effect required publicly funded researchers to seek commercial 
returns from their work. For critical accounts of the consequences of that legislation, 
see Press and Washburn (2000); Krimsky (2003).  

   5   For more on the deep linkages between the construction of scientifi c and political 
power, see particularly Jasanoff (2004).  

   6   Not all of the insights in the right-hand column, to be sure, were apparent to the authors 
of the Red Book. In particular, issues of framing and cross-cultural variation in risk 
assessment surfaced in these terms only in subsequent scholarly research, some of 
which used the Red Book and its assumptions as primary data for analysis. See, for 
example, Jasanoff (1986) Krimsky and Golding (1992).  

   7    Proposed Bulletin on Peer Review and Information Quality  (hereafter cited as  Bulletin ), 
Summary, 68  Federal Register  54023, September 15, 2003.  

http://www.ucsusa.org/
http://www.ucsusa.org/
http://www.house.gov/reform/min/politicsandscience/pdfs/pdf_politics_and_science_rep.pdf
http://www.cbsnews.com/stories/2004/10/08/politics/main648311.shtml
http://www.house.gov/reform/min/politicsandscience/pdfs/pdf_politics_and_science_rep.pdf
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   8   All page citations are to the  Federal Register , vol. 68, no. 178 (September 15, 2003).  
   9   I am indebted to John Mathew and John Price for identifying these extracts.  
  10   It was not the fi rst time my work had been misread in the policy domain as affi rming 

rather than critiquing dominant conceptions of the science-policy relationship. Other 
similar episodes included a misinterpretation of my work on science advice in a U.S. 
Supreme Court decision on the admissibility of expert evidence. See Jasanoff (1996).  

  11    http://www.whitehouse.gov/omb/inforeg/peer_review041404.pdf  (visited January 
(2005).  

  12   The regulation of biotechnology provides an especially instructive site for observing 
national practices of regulatory practice and expert legitimation in action. See Jasanoff 
(2005).  

  13   In April 2000, the U.K. government estimated that the total cost of the BSE crisis to 
the public sector would be 3.7 billion pounds by the end of the 2001–2002 fi scal 
year.  The Inquiry into BSE and variant CJD in the United Kingdom  [hereafter cited 
as  The Phillips Inquiry ] (2000), Volume 10, Economic Impact and International 
Trade,  http://www.bseinquiry.gov.uk/report/volume10/chapterl.htm#258548  (visited 
April 2004).    
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                 9 Technologies of humility 
 Citizen participation in 
governing science  *     

   The perils of prediction 
 Long before the terrorist atrocities of 11 September 2001 in New York, Washington, 
DC, and Pennsylvania, the anthrax attacks through the US mail, and the US-led 
wars in Afghanistan and Iraq, signs were mounting that America’s ability to create 
and operate vast technological systems had outrun her capacity for prediction and 
control. In a prescient book, published in 1984, the sociologist Charles Perrow fore-
cast a series of ‘normal accidents’, which were strung like dark beads through the 
latter years of the twentieth century and beyond – most notably, the 1984 chemical 
plant disaster in Bhopal, India; the 1986 loss of the  Challenger  shuttle and, in the 
same year, the nuclear plant accident in Chernobyl, USSR; the contamination of 
blood supplies with the AIDS virus; the prolonged crisis over BSE (‘mad cow 
disease’); the loss of the manned US space shuttle  Columbia  in 2003; and the US 
space programme’s embarrassing, although not life-threatening, mishaps with the 
 Hubble  telescope’s blurry lens, and several lost and extremely expensive Mars 
explorers.  1   To these, we may add the discovery of the ozone hole, climate change, 
and other environmental disasters as further signs of disrepair. Occurring at different 
times and in vastly-different political environments, these events nonetheless have 
served collective notice that human pretensions of control over technological 
systems need serious re-examination. 

 While American theorists have often chalked up the failings of technology to 
avoidable error, especially on the part of large organizations,  2   some European 
analysts have suggested a more troubling scenario. Passionately set forth by the 
German sociologist Ulrich Beck, the thesis of ‘refl exive modernization’ argues 
that risks are endemic in the way that contemporary societies conduct their 
 technologically-intensive business.  3   Scientifi c and technical advances bring 
unquestioned benefi ts, but they also generate new uncertainties and failures, with 
the result that doubt continually undermines knowledge, and unforeseen conse-
quences confound faith in progress. Moreover, the risks of modernity often cut 
across social lines and operate as a great equalizer of classes. Wealth may increase 
longevity and improve the quality of life, but it offers no assured protection against 
the ambient harms of technological societies. This observation was tragically 
borne out when the collapse of the World Trade Center on 11 September 2001 
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ended the lives of some 3,000 persons, discriminating not at all among corporate 
executives, stock market analysts, computer programmers, secretaries, fi re-
fi ghters, policemen, janitors, restaurant workers, and others. Defeat in war simi-
larly endangers the powerful along with the disempowered. In many other 
contexts, however, vulnerability remains closely tied to socio-economic circum-
stances, so that inequalities persist in the ability of social groups and individuals 
to defend themselves against risk. 

 ‘Risk’, on this account, is not a matter of simple probabilities, to be rationally 
calculated by experts and avoided in accordance with the cold arithmetic of cost-
benefi t analysis.  4   Rather, it is part of the modern human condition, woven into the 
very fabric of progress. The problem we urgently face is how to live democrati-
cally and at peace with the knowledge that our societies are inevitably ‘at risk’. 
Critically important questions of risk management cannot be addressed by tech-
nical experts with conventional tools of prediction. Such questions determine not 
only whether we will get sick or die, and under what conditions, but also who will 
be affected and how we should live with uncertainty and ignorance. Is it suffi cient, 
for instance, to assess technology’s consequences, or must we also seek to eval-
uate its aims? How should we act when the values of scientifi c inquiry appear to 
confl ict with other fundamental social values? Has our ability to innovate in some 
areas run unacceptably ahead of our powers of control?  5   Will some of our most 
revolutionary technologies increase inequality, promote violence, threaten 
cultures, or harm the environment? And are our institutions, whether national or 
supranational, up to the task of governing our dizzying technological capabilities? 

 To answer questions such as these, the task of managing technologies has to go 
far beyond the model of ‘speaking truth to power’ that once was thought to link 
knowledge to political action.  6   According to this template, technical input to 
policy problems has to be developed independently of political infl uences; the 
‘truth’ so generated acts as a constraint, perhaps the most important one, on subse-
quent exercises of political power. The accidents and troubles of the late twentieth 
century, however, have called into question the validity of this model – either as a 
descriptively accurate rendition of the ways in which experts relate to policy-
makers, or as a normatively acceptable formula for deploying specialized knowl-
edge within democratic political systems.  7   There is growing awareness that even 
technical policy-making needs to get more political – or, more accurately, to be 
seen more explicitly in terms of its political foundations. Across a widening range 
of policy choices, technological cultures must learn to supplement the expert’s 
preoccupation with measuring the costs and benefi ts of innovation with greater 
attentiveness to the politics of science and technology. 

 Encouragingly, the need for reform in governing science and technology has 
been acknowledged by political authority. In the millennial year 2000, for 
example, the House of Lords Select Committee on Science and Technology in 
Britain issued a report on science and society that began with the ominous 
observation that relations between the two had reached a critical phase.  8   The 
authors foresaw damaging consequences for science and technology if these 
conditions were allowed to persist. This observation was widely attributed to 
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Britain’s particular experience with BSE, but the crisis of confi dence  vis-à-vis  the 
management of science and technology has spread signifi cantly wider. The 
European Union’s 2001 White Paper on Governance drew on the activities of a 
working group on ‘Democratizing Expertise’, whose report promised new guide-
lines ‘on the collection and use of expert advice in the Commission to provide for 
the accountability, plurality and integrity of the expertise used’.  9   The intense 
worldwide discussion of the risks, benefi ts, and social consequences of biotech-
nology that began in the late 1990s can be seen as sharing many of the same 
concerns. 

 These initiatives and debates refl ect a new-found interest on the part of scien-
tists, governments, and many others in creating greater  accountability  in the 
production and use of scientifi c knowledge. The conduct of research has changed 
in ways that demand increased recognition. As captured by the ‘Mode 2’ rubric, 
the pursuit of science is becoming more dispersed, context-dependent, and 
problem-oriented. Given these shifts, concerns with the assurance of quality and 
reliability in scientifi c production, refl ecting the dominance of the ‘speaking truth 
to power’ model, are now seen as too narrowly focused. The wider public respon-
sibilities of science, as well as changes in modes of knowledge-making, demand 
new forms of public justifi cation. Accountability can be defi ned in different ways, 
depending on the nature and context of scientifi c activity – for example, in 
demands for precaution in environmental assessments, or in calls for bioethical 
guidelines in relation to new genetic technologies. Whatever its specifi c articula-
tion, however, accountability in one or another form is increasingly seen as an 
independent criterion for evaluating scientifi c research and its technological appli-
cations, supplementing more traditional concerns with safety, effi cacy, and 
economic effi ciency. 

 But how can ideas of accountability be mapped onto well-entrenched relations 
between knowledge and power, or expertise and public policy? The time is ripe 
for seriously re-evaluating existing models and approaches. How have existing 
institutions conceptualized the roles of technical experts, decision-makers, and 
citizens with respect to the uses and applications of knowledge? How should these 
understandings be modifi ed in response to three decades of research on the social 
dimensions of science? Can we respond to the demonstrated fallibility and inca-
pacity of decision-making institutions, without abandoning hopes for improved 
health, safety, welfare, and social justice? Can we imagine new institutions, proc-
esses, and methods for restoring to the playing fi eld of governance some of the 
normative questions that were sidelined in celebrating the benefi ts of technolog-
ical progress? And are there structured means for deliberating and refl ecting on 
technical matters, much as the expert analysis of risks has been cultivated for 
many decades? 

 There is a growing need, I shall argue, for what we may call the ‘technologies 
of humility’. These are methods, or better yet institutionalized habits of thought, 
that try to come to grips with the ragged fringes of human understanding – the 
unknown, the uncertain, the ambiguous, and the uncontrollable. Acknowledging 
the limits of prediction and control, technologies of humility confront ‘head-on’ 
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the normative implications of our lack of perfect foresight. They call for different 
expert capabilities and different forms of engagement between experts, decision-
makers, and the public than were considered needful in the governance structures 
of high modernity. They require not only the formal mechanisms of participation 
but also an intellectual environment in which citizens are encouraged to bring 
their knowledge and skills to bear on the resolution of common problems. 
Following a brief historical account, I will offer a framework for developing this 
approach.  

  The post-war social contract 
 In the US, the need for working relationships between science and the state was 
famously articulated not by a social theorist or sociologist of knowledge, but by a 
quintessential technical expert: Vannevar Bush, the distinguished MIT engineer 
and presidential adviser. Bush foresaw the need for permanent changes following 
the mobilization of science and technology during the Second World War. In 
1945, he produced a report,  Science – The Endless Frontier ,  10   that was later hailed 
as laying the basis for American policy in science and technology. Science, in 
Bush’s vision, was destined to enjoy government patronage in peacetime as it had 
during the war. Control over the scientifi c enterprise, however, would be wrested 
from the military and lodged with the civilian community. Basic research, uncon-
taminated by industrial application or government policy, would thrive in the free 
air of universities. Scientists would establish the substantive aims as well as the 
intellectual standards of research. Bush believed that bountiful results fl owing 
from their endeavours would translate in due course into benefi cial technologies, 
contributing to the nation’s prosperity and progress. Although his design took 
years to materialize, and even then was only imperfectly attained, the US National 
Science Foundation (NSF) emerged as a principal sponsor of basic research.  11   The 
exchange of government funds and autonomy in return for discoveries, techno-
logical innovations, and trained personnel came to be known as America’s ‘social 
contract for science’. 

 The Bush report said little about how basic research would lead to advances in 
applied science or technology. That silence itself is telling. It was long assumed 
that the diffusion of fundamental knowledge into application was linear and 
unproblematic. The physical system that gripped the policy-maker’s imagination 
was the pipeline. With technological innovation commanding huge rewards in the 
marketplace, market considerations were deemed suffi cient to drive science 
through the pipeline of research and development into commercialization. State 
efforts to promote science could then be reasonably restricted to support for basic 
or ‘curiosity-driven’ research. Simplistic in its understanding of the links between 
science and technology, this scheme, we may note, provided no conceptual space 
for the growing volume of scientifi c activity required to support and legitimate the 
multiple undertakings of modern states in the late twentieth century. In a host of 
areas, ranging from the environmental policy to mapping and sequencing the 
human genome, governmental funds have been spent on research that defi es any 
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possible demarcation between basic and applied. Yet, for many years after the 
war, the basic-applied distinction remained the touchstone for distinguishing 
work done in universities from that done in industries, agricultural experiment 
stations, national laboratories, and other sites concerned primarily with the uses of 
knowledge. 

 As long as the ‘social contract’ held sway, no-one questioned whether safe-
guarding the autonomy of scientists was the best way to secure the quality and 
productivity of basic research. Peer review was the instrument that scientists used 
for self-regulation as well as quality control. This ensured that state-sponsored 
research would be consistent with a discipline’s priorities, theories, and methods. 
Peer review was responsible, with varying success, for ensuring the credibility of 
reported results, as well as their originality and interest. 

 So strong was the faith in peer review that policy-makers, especially in the US, 
often spoke of this as the best means of validating scientifi c knowledge, even 
when it was produced and used in other contexts – for example, for the purpose of 
supporting regulatory policy. In practice, a more complex, tripartite approach to 
quality control developed in most industrial democracies – peer review by disci-
plinary colleagues in basic science; the development of good laboratory practices, 
under applicable research protocols, such as products-testing or clinical trials in 
applied research; and risk assessment for evaluating the health or environmental 
consequences of polluting emissions and industrial products. But as the impor-
tance of testing, clinical research, and risk assessment grew, so, too, did calls for 
ensuring their scientifi c reliability. Once again, peer review – or its functional 
analogue, independent expert advice – were the mechanisms that governments 
most frequently used for legitimation. 

 Signs of wear and tear in the ‘social contract’ began appearing in the 1980s. A 
spate of highly-publicized cases of alleged fraud in science challenged the relia-
bility of peer review and, with it, the underlying assumptions concerning the 
autonomy of science. The idea of science as a unitary practice also began to break 
down as it became clear that research varies from one context to another, not only 
across disciplines, but – even more important from a policy standpoint – across 
institutional settings. It was recognized, in particular, that regulatory science, 
produced to support governmental efforts to guard against risk, was fundamen-
tally different from research driven by scientists’ collective curiosity. At the same 
time, observers began questioning whether the established categories of basic and 
applied research held much meaning in a world where the production and uses of 
science were densely connected to each other, as well as to larger social and polit-
ical consequences.  12   The resulting effort to reconceptualize the framework of 
science-society interactions forms an important backdrop to present attempts to 
evaluate the accountability of scientifi c research.  

  Science in society – new assessments 
 Rethinking the relations of science has generated three major streams of analysis. 
The fi rst stream takes the ‘social contract’ for granted, but points to its failure to 
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work as its proponents had foreseen. Many have criticized science, especially 
university-based science, for deviating from idealized, Mertonian norms of purity 
and disinterestedness. Despite (or maybe because of) its conceptual simplicity, 
this critique has seriously threatened the credibility of researchers and their claim 
to autonomy. Other observers have tried to replace the dichotomous division of 
 basic  and  applied  science with a more differentiated pattern, calling attention to 
the particularities of science in different settings and in relation to different objec-
tives. Still others have made ambitious efforts to re-specify how scientifi c knowl-
edge is actually produced. This last line of analysis seeks not so much to correct 
or refi ne Vannevar Bush’s vision of science, as to replace it with a more complex 
account of how knowledge-making fi ts into the wider functioning of society. Let 
us look at each of these three critiques. 

  Deviant science 

 Scientifi c fraud and misconduct became an issue on the US policy agenda in the 
1980s. Political interest reached a climax with the notorious case of alleged 
misconduct in an MIT laboratory headed by Nobel laureate biologist David 
Baltimore. He and his colleagues were exonerated, but only after years of inquiry, 
which included investigations by Congress and the FBI.  13   This and other episodes 
left residues in the form of greatly-increased Federal powers for the supervision of 
research, and a heightened tendency for policy-makers and the public to suspect 
that all was not in order in the citadels of basic science. Some saw the so-called 
‘Baltimore affair’ as a powerful sign that legislators were no longer content with 
the old social contract’s simple  quid pro quo  of money and autonomy in exchange 
for technological benefi ts.  14   Others, like the seasoned science journalist Daniel 
Greenberg, accused scientists of profi ting immoderately from their alliance with 
the state, while failing to exercise moral authority or meaningful infl uence on 
policy.  15   American science has since been asked to justify more explicitly the 
public money spent on it. A token of the new relationship came with the reform of 
NSF’s peer review criteria in the 1990s. The Foundation now requires reviewers 
to assess proposals not only on grounds of technical merit, but also with respect to 
wider social implications – thus according greater prominence to social utility. In 
effect, the very public fraud investigations of the previous decade opened up 
taken-for-granted aspects of scientifi c autonomy, and forced scientists to account 
for their objectives, as well as to defend their honesty. 

 To these perturbations may be added a steady stream of challenges to the 
supposed disinterestedness of academic science. From studies in climate change 
to biotechnology, critics have accused researchers of having sacrifi ced objectivity 
in exchange for grant money or, worse, equity interests in lucrative start-up 
companies.  16   These allegations have been especially damaging to biotechnology, 
which benefi ts signifi cantly from the rapid transfer of skills and knowledge. Since 
most Western governments are committed to promoting such transfers, biotech-
nology is caught on the horns of a very particular dilemma: how to justify its 
promises of innovation and progress credibly when the interests of most scientists 
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are unacceptably aligned with those of industry, government, or – occasionally – 
‘public interest’ advocates. 

 Predictably, pro-industry bias has attracted the most criticism, but academic 
investigators have also come under scrutiny for alleged pro-environment and anti-
technology biases. In several cases involving biotechnology – in particular, that of 
the monarch butterfl y study conducted by Cornell University scientist John Losey 
in the US,  17   and Arpad Pusztai’s controversial rat-feeding study in the UK  18   – 
industry critics have questioned the quality of university-based research, and have 
implied that political orientations may have prompted premature release or the 
over-interpretation of results. In April 2002, another controversy of this sort 
erupted over an article in  Nature  by a University of California scientist, Ignacio 
Chapela, who concluded that DNA from genetically modifi ed corn had contami-
nated native species in Mexico. Philip Campbell, the journal’s respected editor, 
did not retract the paper, but stated that ‘the evidence available is not suffi cient to 
justify the publication of the original paper’, and that readers should ‘judge the 
science for themselves’.  19   As in the Losey and Pusztai cases, critics charged that 
Chapela’s science had been marred by non-scientifi c considerations. Environmen-
talists, however, have viewed all these episodes as pointing to wholesale defi cits 
in knowledge about the long-term and systemic effects of genetic modifi cation in 
crop plants.  

  Context-specifi c science 

 The second line of attack on the science-society relationship focuses on the ‘basic-
applied’ distinction. One attempt to break out of the simplistic dualism was 
proposed by the late Donald Stokes, whose quadrant framework, using Louis 
Pasteur as the prototype, suggested that ‘basic’ science can be done within highly 
‘applied’ contexts.  20   Historians and sociologists of science and technology have 
long observed that foundational work can be done in connection with applied 
problems, just as applied problem-solving is often required for resolving theoret-
ical issues (for example, in the design of new scientifi c instruments). To date, 
formulations based on such fi ndings have been slow to take root in policy cultures. 
The interest of Stokes’ work lay not so much in the novelty of his insights as in his 
attempt to bring historical facts to bear on the categories of science policy 
analysis. 

 Like Vannevar Bush, Stokes was more interested in the promotion of innova-
tion than in its control. How to increase the democratic supervision of science was 
not his primary concern. Not surprisingly, the accountability of science has 
emerged as a stronger theme in studies of risk and regulation, the arena in which 
governments seek actively to manage the potentially harmful aspects of techno-
logical progress. Here, too, one fi nds attempts to characterize science as some-
thing more than ‘basic’ or ‘applied’. 

 From their background in the philosophy of science, Funtowicz and Ravetz 
proposed to divide the world of policy-relevant science into three nested circles, 
each with its own system of quality control: (1) ‘normal science’ (borrowing the 
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well-known term of Thomas Kuhn), for ordinary scientifi c research; (2) ‘consul-
tancy science’, for the application of available knowledge to well-characterized 
problems; and (3) ‘post-normal science’, for the highly-uncertain, highly-
contested knowledge needed for many health, safety, and environmental deci-
sions.  21   These authors noted that, while traditional peer review may be effective 
within ‘normal’ and even ‘consultancy’ science, the quality of ‘post-normal’ 
science cannot be assured by standard review processes alone. Instead, they 
proposed that work of this nature be subjected to  extended peer review , involving 
not only scientists but also the stakeholders affected by the use of science. Put 
differently, they saw accountability, rather than mere quality control, as the 
desired objective when science becomes ‘post-normal’.  22   

 Jasanoff’s 1990 study of expert advisory committees in the US noted that 
policy-relevant science (also referred to as ‘regulatory science’) – such as science 
done for purposes of risk assessment – is often subjected to what policy-makers 
call ‘peer review’.  23   On inspection, this exercise differs fundamentally from the 
review of science in conventional research settings. Regulatory science is reviewed 
by multidisciplinary committees rather than by individually selected specialists. 
The role of such bodies is not only to validate the methods by which risks are 
identifi ed and investigated, but also to confi rm the reliability of the agency’s inter-
pretation of the evidence. Frequently, regulatory science confronts the need to set 
standards for objects or concepts whose very existence has not previously been an 
issue for either science or public policy: ‘fi ne particulate matter’ in air pollution 
control; the ‘maximum tolerated dose’ (MTD) in bioassays; the ‘maximally-
exposed person’ in relation to airborne toxics; or the ‘best available technology’ 
in many programmes of environmental regulation. In specifying how such terms 
should be defi ned or characterized, advisory committees have to address issues 
that are technical as well as social, scientifi c as well as normative, regulatory as 
well as metaphysical. What  kind  of entity, after all, is a ‘fi ne’ particulate or a 
‘maximally-exposed’ person, and by what markers can we recognize them? 
Studies of regulatory science have shown that the power of advisory bodies defi n-
itively to address such issues depends on their probity, representativeness, trans-
parency, and accountability to higher authority – such as courts and the public. In 
other words, the credibility of regulatory science ultimately rests upon factors that 
have more to do with accountability in terms of democratic politics, than with the 
quality of science as assessed by scientifi c peers. 

 In modern industrial societies, studies designed to establish the safety or effec-
tiveness of new technologies are frequently delegated to producers. Processes of 
quality control for product testing within industry include the imposition and 
enforcement of good laboratory practices, under supervision by regulatory agencies 
and their scientifi c advisers. The precise extent of an industry’s knowledge-
producing burden is often negotiated with the regulatory agencies, and may be 
affected by economic and political considerations that are not instantly apparent to 
outsiders (setting MTDs for bioassays is one well-known example). Resource limi-
tations may curb state audits and inspections of industry labs, leading to problems 
of quality control, while provisions exempting confi dential trade information from 
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disclosure may reduce the transparency of product- or process-specifi c research 
conducted by industry. Finally, the limits of the regulator’s imagination place 
signifi cant limitations on an industry’s duty to generate information. Only in the 
wake of environmental disasters involving dioxin, methyl isocyanate, and PCBs, 
and only after the accidental exposure of populations and ecosystems, were gaps 
discovered in the information available about the chronic and long-term effects of 
many hazardous chemicals. Before disaster struck, regulators did not appreciate the 
need for such information. Occurrences like these have led to demands for greater 
public accountability in the science that is produced to support regulation.  

  New modes of knowledge production 

 Going beyond the quality and context-dependency of science, some have 
suggested that we need to take a fresh look at the structural characteristics of 
science in order to make it more socially responsive. Michael Gibbons and his 
co-authors have concluded that the traditional disciplinary science of Bush’s 
‘endless frontier’ has been largely supplanted by a new ‘Mode 2’ of knowledge 
production.  24   The salient properties of this new Mode, in their view, include the 
following:

   •   Knowledge is increasingly produced in contexts of application (i.e.,  all  
science is to some extent ‘applied’ science);  

  •   Science is increasingly transdisciplinary – that is, it draws upon and inte-
grates empirical and theoretical elements from a variety of fi elds;  

  •   Knowledge is generated in a wider variety of sites than ever before, not just 
in universities and industry, but also in other sorts of research centres, consul-
tancies, and think-tanks; and  

  •   Participants in science have grown more aware of the social implications of 
their work (i.e., more ‘refl exive’), just as publics have become more conscious 
of the ways in which science and technology affect their interests and values.    

 The growth of ‘Mode 2’ science, as Gibbons et al. note, has necessary implica-
tions for quality control. Besides old questions about the intellectual merits of 
their work, scientists are being asked to answer questions about marketability, and 
the capacity of science to promote social harmony and welfare. Accordingly:

  Quality is determined by a wider set of criteria, which refl ects the broadening 
social composition of the review system. This implies that ‘good science’ is 
more diffi cult to determine. Since it is no longer limited to the judgments of 
disciplinary peers, the fear is that control will be weaker and result in lower 
quality work. Although the quality control process in Mode 2 is more broadly 
based, it does not follow . . . that it will necessarily be of lower quality.  25     

 One important aspect of this analysis is that, in ‘Mode 2’ science, quality control 
has for practical purposes merged with accountability. Gibbons et al. view all of 
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science as increasingly more embedded in, and hence more accountable to, society 
at large. To keep insisting upon a separate space for basic research, with autono-
mous measures for quality control, appears, within their framework, to be a relic 
of an earlier era. 

 In a more recent work, Helga Nowotny, Peter Scott, and Michael Gibbons have 
grappled with the implications of these changes for the production of knowledge 
in public domains.  26   Unlike the ‘pipeline model’, in which science generated by 
independent research institutions eventually reaches industry and government, 
Nowotny et al. propose the concept of ‘socially robust knowledge’ as the solution 
to problems of confl ict and uncertainty. Contextualization, in their view, is the key 
to producing science for public ends. Science that draws strength from its socially-
detached position is too frail to meet the pressures placed upon it by contemporary 
societies. Instead, they imagine forms of knowledge that would gain robustness 
from their very embeddedness in society. The problem, of course, is how to insti-
tutionalize polycentric, interactive, and multipartite processes of knowledge-
making within institutions that have worked for decades at keeping expert 
knowledge away from the vagaries of populism and politics. The question 
confronting the governance of science is how to bring knowledgeable publics into 
the front-end of scientifi c and technological production – a place from which they 
have historically been strictly excluded.   

  The participatory turn 
 Changing modes of scientifi c research and development provide at least a partial 
explanation for the current interest in improving public access to expert decision-
making. In thinking about research today, policy-makers and the public inevitably 
focus on the accountability of science. As the relations of science have become 
more pervasive, dynamic, and heterogeneous, concerns about the integrity of peer 
review have transmuted into demands for greater public involvement in assessing 
the costs and benefi ts, as well as the risks and uncertainties, of new technologies. 
Such demands have arisen with particular urgency in the case of biotechnology, 
but they are by no means limited to that fi eld. 

 The pressure for accountability manifests itself in many ways, of which the 
demand for greater transparency and participation is perhaps most prominent. 
One notable example came with US Federal legislation in 1998, pursuant to the 
Freedom of Information Act, requiring public access to all scientifi c research 
generated by public funds.  27   The provision was hastily introduced and scarcely 
debated. Its sponsor, Senator Richard Shelby (R-Alabama), tacked it on as a last-
minute amendment to an omnibus appropriations bill. His immediate objective 
was to force disclosure of data by the Harvard School of Public Health from a 
controversial study of the health effects of human exposure to fi ne particulates. 
This so-called ‘Six Cities Study’ provided key justifi cation for the US Environ-
mental Protection Agency’s stringent ambient standard for airborne particulate 
matter, issued in 1997. Whatever its political motivations, this sweeping enact-
ment showed that Congress was no longer willing to concede unchecked autonomy 
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to the scientifi c community in the collection and interpretation of data, especially 
when the results could infl uence costly regulatory action. Publicly-funded science, 
Congress determined, should be available at all times to public review. 

 Participatory traditions are less thoroughly institutionalized in European policy-
making, but recent changes in the rules governing expert advice display a growing 
commitment to involving the public in technically-grounded decisions. In 
announcing the creation of a new Directorate General for Consumer Protection, 
the European Commission observed in 1997 that, ‘Consumer confi dence in the 
legislative activities of the EU is conditioned by the  quality and transparency  of 
the scientifi c advice and its use on the legislative and control process’ (emphasis 
added).  28   A commitment to greater openness is also evident in several new UK 
expert bodies, such as the Food Standards Agency, created to restore confi dence 
in the wake of the BSE crisis. Similarly, two major public inquiries – the 
Phillips Inquiry on BSE and the Smith Inquiry on the Harold Shipman murder 
investigation – set high standards for public access to information through the 
Internet. All across Europe, opposition to genetically-modifi ed foods and crops 
has prompted experiments with diverse forms of public involvement, such as 
citizen juries, consensus conferences, and referenda.  29   

 Although these efforts are admirable, formal participatory opportunities cannot 
by themselves ensure the representative and democratic governance of science. 
There are, to start with, practical problems. People may not possess enough special-
ized knowledge and material resources to take advantage of formal procedures. 
Participation may occur too late to identify alternatives to dominant or default 
options; some processes, such as consensus conferences, may be too  ad hoc  or 
issue-specifi c to exercise sustained infl uence. More problematic is the fact that 
even timely participation does not necessarily improve decision-making. Empirical 
research has consistently shown that transparency may exacerbate rather than quell 
controversy, leading parties to deconstruct each other’s positions instead of delib-
erating effectively. Indeed, the Shelby Amendment refl ects one US politician’s 
conviction that compulsory disclosure of data will enable any interested party to 
challenge researchers’ interpretations of their work. Participation, in this sense, 
becomes an instrument to challenge scientifi c points on political grounds. By 
contrast, public participation that is constrained by established formal discourses, 
such as risk assessment, may not admit novel viewpoints, radical critiques, or 
considerations lying outside the taken-for-granted framing of the problem. 

 While national governments are scrambling to create new participatory forms, 
there are signs that such changes may reach neither far enough nor deeply enough 
to satisfy the citizens of a globalizing world. Current reforms leave out public 
involvement in corporate decision-making at the design and product-development 
phases. The Monsanto Company’s experience with the ‘Terminator gene’ suggests 
that political activists may seize control of decisions on their own terms, unless 
governance structures provide for more deliberative participation. In this case, the 
mere possibility that a powerful multinational corporation might acquire tech-
nology to deprive poor farmers of their rights, galvanized an activist organization 
– Rural Advancement Foundation International (RAFI) – to launch an effective 
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worldwide campaign against the technology.  30   Through a combination of inspired 
media tactics (including naming the technology after a popular science-fi ction 
movie) and strategic alliance-building (for example, with the Rockefeller Founda-
tion), RAFI forced Monsanto to back down from this particular product. The 
episode can be read as a case of popular technology assessment, in a context 
where offi cial processes failed to deliver the level of accountability desired by the 
public. 

 Participation alone, then, does not answer the problem of how to democratize 
technological societies. Opening the doors to previously closed expert forums is a 
necessary step – indeed, it should be seen by now as a standard operating proce-
dure. But the formal mechanisms adopted by national governments are not enough 
to engage the public in the management of global science and technology. What has 
to change is the  culture  of governance, within nations as well as internationally; and 
for this we need to address not only the mechanics, but also the substance of partic-
ipatory politics. The issue, in other words, is no longer  whether  the public should 
have a say in technical decisions, but  how  to promote more meaningful interaction 
among policy-makers, scientifi c experts, corporate producers, and the public.  

  Technologies of humility 
 The analytic ingenuity of modern states has been directed toward refi ning what we 
may call the ‘technologies of hubris’. To reassure the public, and to keep the 
wheels of science and industry turning, governments have developed a series of 
predictive methods (e.g., risk assessment, cost-benefi t analysis, climate model-
ling) that are designed, on the whole, to facilitate management and control, even 
in areas of high uncertainty.  31   These methods achieve their power through claims 
of objectivity and a disciplined approach to analysis, but they suffer from three 
signifi cant limitations. First, they show a kind of peripheral blindness toward 
uncertainty and ambiguity. Predictive methods focus on the known at the expense 
of the unknown, producing overconfi dence in the accuracy and completeness of 
the pictures they produce. Well-defi ned, short-term risks command more attention 
than indeterminate, long-term ones, especially in cultures given to technological 
optimism. At the same time, technical profi ciency conveys the false impression 
that analysis is not only rigorous, but complete – in short, that it has taken account 
of all possible risks. Predictive methods tend in this way to downplay what falls 
outside their fi eld of vision, and to overstate whatever falls within.  32   

 Second, the technologies of predictive analysis tend to pre-empt political 
discussion. Expert analytic frameworks create high entry barriers against legiti-
mate positions that cannot express themselves in terms of the dominant discourse.  33   
Claims of objectivity hide the exercise of judgment, so that normative presupposi-
tions are not subjected to general debate. The boundary work that demarcates the 
space of ‘objective’ policy analysis is carried out by experts, so that the politics of 
demarcation remains locked away from public review and criticism.  34   

 Third, predictive technologies are limited in their capacity to internalize chal-
lenges that arise outside their framing assumptions. For example, techniques for 
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assessing chemical toxicity have become ever more refi ned, but they continue to 
rest on the demonstrably faulty assumption that people are exposed to one chem-
ical at a time. Synergistic effects, long-term exposures, and multiple exposures are 
common in normal life, but have tended to be ignored as too messy for analysis 
– hence, as irrelevant to decision-making. Even in the aftermath of catastrophic 
failures, modernity’s predictive models are often adjusted to take on board only 
those lessons that are compatible with their initial assumptions. When a 
US-designed chemical factory in Bhopal released the deadly gas methyl isocy-
anate, killing thousands, the international chemical industry made many improve-
ments in its internal accounting and risk-communication practices. But no new 
methods were developed to assess the risks of technology transfer between radi-
cally different cultures of industrial production. 

 To date, the unknown, unspecifi ed, and indeterminate aspects of scientifi c and 
technological development remain largely unaccounted for in policy-making; 
treated as beyond reckoning, they escape the discipline of analysis. Yet, what is 
lacking is not just knowledge to fi ll the gaps, but also processes and methods to 
elicit what the public wants, and to use what is already known. To bring these 
dimensions out of the shadows and into the dynamics of democratic debate, they 
must fi rst be made concrete and tangible. Scattered and private knowledge has to 
be amalgamated, perhaps even disciplined, into a dependable civic epistemology. 
The human and social sciences of previous centuries undertook just such a task 
of translation. They made visible the social problems of modernity – poverty, 
unemployment, crime, illness, disease, and lately, technological risk – often as a 
prelude to rendering them more manageable, using what I have termed the ‘tech-
nologies of hubris’. Today, there is a need for ‘technologies of humility’ to 
complement the predictive approaches: to make apparent the possibility of unfore-
seen consequences; to make explicit the normative that lurks within the technical; 
and to acknowledge from the start the need for plural viewpoints and collective 
learning. 

 How can these aims be achieved? From the abundant literature on technolog-
ical disasters and failures, as well as from studies of risk analysis and policy-
relevant science, we can abstract four focal points around which to develop the 
new technologies of humility. They are  framing, vulnerability, distribution , and 
 learning . Together, they provide a framework for the questions we should ask of 
almost every human enterprise that intends to alter society: what is the purpose; 
who will be hurt; who benefi ts; and how can we know? On all these points, we 
have good reason to believe that wider public engagement would improve our 
capacity for analysis and refl ection. Participation that pays attention to these four 
points promises to lead neither to a hardening of positions, nor to endless decon-
struction, but instead to richer deliberation on the substance of decision-making. 

  Framing 

 It has become an article of faith in the policy literature that the quality of solutions 
to perceived social problems depends on the way they are framed.  35   If a problem 
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is framed too narrowly, too broadly, or wrongly, the solution will suffer from the 
same defects. To take a simple example, a chemical-testing policy focused on 
single chemicals cannot produce knowledge about the environmental health 
consequences of multiple exposures. The framing of the regulatory issue is more 
restrictive than the actual distribution of chemical-induced risks, and hence is 
incapable of delivering optimal management strategies. Similarly, a belief that 
violence is genetic may discourage the search for controllable social infl uences on 
behaviour. A focus on the biology of reproduction may delay or impede effective 
social policies for curbing population growth. When facts are uncertain, disagree-
ments about the appropriate frame are virtually unavoidable and often remain 
intractable for long periods. Yet, few policy cultures have adopted systematic 
methods for revising the initial framing of issues.  36   Frame analysis thus remains a 
critically important, though neglected, tool of policy-making that would benefi t 
from greater public input.  

  Vulnerability 

 Risk analysis treats the ‘at-risk’ human being as a passive agent in the path of 
potentially-disastrous events. In an effort to produce policy-relevant assessments, 
human populations are often classifi ed into groups (e.g., most susceptible, maxi-
mally exposed, genetically predisposed, children or women) that are thought to be 
differently affected by the hazard in question. Based on physical and biological 
indicators, however, these classifi cations tend to overlook the social foundations 
of vulnerability, and to subordinate individual experiences of risk to aggregate 
numerical calculations.  37   Recent efforts to analyse vulnerability have begun to 
recognize the importance of socio-economic factors, but methods of assessment 
still take populations rather than individuals as the unit of analysis. These 
approaches not only disregard differences within groups, but reduce individuals to 
statistical representations. Such characterizations leave out of the calculus of 
vulnerability such factors as history, place, and social connectedness, all of which 
may play crucial roles in determining human resilience. Through participation in 
the analysis of their vulnerability, ordinary citizens may regain their status as 
active subjects, rather than remain undifferentiated objects in yet another expert 
discourse.  

  Distribution 

 Controversies over such innovations as genetically modifi ed foods and stem cell 
research have propelled ethics committees to the top of the policy-making 
ladder. Frequently, however, these bodies are used as ‘end-of-pipe’ legitimation 
devices, reassuring the public that normative issues have not been omitted from 
governmental deliberation. The term ‘ethics’, moreover, does not cover the whole 
range of social and economic realignments that accompany major technological 
changes, nor their distributive consequences, particularly as technology unfolds 
across global societies and markets. Attempts to engage systematically with 
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distributive issues in policy processes have not been altogether successful. In 
Europe, consideration of the ‘fourth hurdle’ – the socio-economic impact of 
biotechnology – was abandoned after a brief debate. In the US, the congressional 
Offi ce of Technology Assessment, which arguably had the duty to evaluate socio-
economic impacts, was dissolved in 1995.  38   President Clinton’s 1994 injunction 
to Federal agencies to develop strategies for achieving environmental justice has 
produced few dramatic results.  39   At the same time, episodes like the RAFI-led 
rebellion against Monsanto demonstrate a defi cit in the capacity for ethical and 
political analysis in large corporations, whose technological products can funda-
mentally alter people’s lives. Sustained interactions between decision-makers, 
experts, and citizens, starting at the upstream end of research and development, 
could yield signifi cant dividends in exposing the distributive implications of 
innovation.  

  Learning 

 Theorists of social and institutional learning have tended to assume that what is 
‘to be learned’ is never part of the problem. A correct, or at least a better, response 
exists, and the issue is whether actors are prepared to internalize it. In the social 
world, learning is complicated by many factors. The capacity to learn is constrained 
by limiting features of the frame within which institutions must act. Institutions 
see only what their discourses and practices permit them to see. Experience, more-
over, is polysemic, or subject to many interpretations, no less in policy-making 
than in literary texts. Even when the fact of failure in a given case is more or less 
unambiguous, its causes may be open to many different readings. Just as histo-
rians disagree over what may have caused the rise or fall of particular political 
regimes, so policy-makers may fi nd it impossible to attribute their failures to 
specifi c causes. The origins of a problem may appear one way to those in power, 
and in quite another way to the marginal or the excluded. Rather than seeking 
monocausal explanations, it would be fruitful to design avenues through which 
societies can collectively refl ect on the ambiguity of their experiences, and to 
assess the strengths and weaknesses of alternative explanations. Learning, in this 
modest sense, is a suitable objective of civic deliberation.   

  Conclusion 
 The enormous growth and success of science and technology during the last 
century has created contradictions for institutions of governance. As technical 
activities have become more pervasive and complex, demand has grown for more 
complete and multivalent evaluations of the costs and benefi ts of technological 
progress. It is widely recognized that increased participation and interactive 
knowledge-making may improve accountability and lead to more credible assess-
ments of science and technology. Such approaches will also be consistent with 
changes in the modes of knowledge production, which have made science more 
socially embedded and more closely tied to contexts of application. Yet, modern 
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institutions still operate with conceptual models that seek to separate science from 
values, and that emphasize prediction and control at the expense of refl ection and 
social learning. Not surprisingly, the real world continually produces reminders of 
the incompleteness of our predictive capacities through such tragic shocks as 
Perrow’s ‘normal accidents’. 

 A promising development is the renewed attention being paid to participation 
and transparency. Such participation, I have argued, should be treated as a standard 
operating procedure of democracy, but its aims must be considered as carefully as 
its mechanisms. Formally constituted procedures do not necessarily draw in all 
those whose knowledge and values are essential to making progressive policies. 
Participation in the absence of normative discussion can lead to intractable 
confl icts of the kind encountered in the debate on policies for climate change. Nor 
does the contemporary policy-maker’s near-exclusive preoccupation with the 
management and control of risk, leave much space for tough debates on techno-
logical futures, without which we are doomed to repeat past mistakes. 

 To move public discussion of science and technology in new directions, I have 
suggested a need for ‘technologies of humility’, complementing the predictive 
‘technologies of hubris’ on which we have lavished so much of our past attention. 
These  social  technologies would give combined attention to substance and 
process, and stress deliberation as well as analysis. Reversing nearly a century of 
contrary development, these approaches to decision-making would seek to inte-
grate the ‘can do’ orientation of science and engineering with the ‘should do’ 
questions of ethical and political analysis. They would engage the human subject 
as an active, imaginative agent, as well as a source of knowledge, insight, and 
memory. The specifi c focal points I have proposed – framing, vulnerability, distri-
bution, and learning – are pebbles thrown into a pond, with untested force and 
unforeseeable ripples. These particular concepts may prove insuffi cient to drive 
serious institutional change, but they can at least offer starting points for a deeper 
public debate on the future of science in society.   
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                 10 What judges should know about 
the sociology of science  *     

     In  Daubert v. Merrell Dow Pharmaceuticals ,  1   the Supreme Court fi rmly rejected 
the  Frye  test, which had dominated judicial thinking about the admissibility of 
novel scientifi c evidence for 70 years. Judges need no longer turn to science to 
determine whether an expert’s opinion has “gained general acceptance in the 
particular fi eld in which it belongs.”  2   Instead, the Court proposed a two-pronged 
assessment of “whether the reasoning or methodology underlying the testimony is 
scientifi cally valid and of whether that reasoning or methodology properly can be 
applied to the facts in issue.”  3   

 While  Daubert  seemingly gives judges more discretion than  Frye  did, it 
also encourages them, as some commentators have already observed, to “think 
like scientists.” Justice Harry Blackmun, writing for the majority, was 
unwilling to set out a “defi nitive checklist” for use in reviewing scientifi c 
evidence. Yet a determination of “scientifi c validity” clearly must be central to 
such inquiry. Where should judges turn for further guidance on how to meet this 
obligation? 

 Perspectives from the sociology of science can be applied usefully to the review 
of scientifi c evidence in the wake of  Daubert . It is beyond this article’s scope to 
present the issues in more than outline form, but the approach proposed here 
promotes deeper refl ection about how far the courts can go in determining what 
constitutes legitimate science.  

  The practice of science 
 In recent years, critical studies of science have increasingly focused on the way 
scientists carry out their work in practice. Investigations into the social structure 
and operation of science have revealed a picture of scientifi c knowledge that is 
distant from the logically coherent but highly abstract accounts constructed by 
philosophers of science. This new, and in many ways disconcerting, picture of 
science has particular relevance for the law, because what is at issue in most legal 
proceedings is precisely the social dimension of science: the matrix of social prac-
tices, conventions, institutions, and interests that sustains scientifi c progress and 
gives legitimacy to particular scientifi c “facts.” 
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 Below is an abbreviated and highly simplifi ed overview of fi ndings from the 
sociology of science; these ideas are subsequently brought to bear on some well-
known patterns of legal controversy. 

  Social construction 

 The most signifi cant insight that has emerged from sociological studies of 
science in the past 15 years is the view that science is  socially constructed . 
According to a persuasive body of work, the “facts” that scientists present to 
the rest of the world are not direct refl ections of nature; rather, these “facts” are 
produced by human agency through the institutions and processes of science, 
and hence they invariably contain a social component.  4   Facts, in other words, 
are more than merely raw observations made by scientists exploring the 
mysteries of nature. Observations achieve the status of “facts” only if they are 
produced in accordance with prior agreements about the rightness of particular 
theories, experimental methods, instrumentation techniques, validation proce-
dures, review processes, and the like. These agreements, in turn, are socially 
derived through continual negotiation and renegotiation among relevant bodies of 
scientists. 

 The process of constructing scientifi c facts normally takes place within 
familiar scientifi c institutions such as the laboratory, the specialist journal, the 
disciplinary society, or the “invisible college”  5   of experts in a given fi eld. At 
times, however, non-scientifi c institutions are drawn into the construction of 
science, such as when a television program publicizes the risks of a pesticide 
or a court adjudicates the validity of an epidemiological study that has never 
been published in the peer-reviewed literature. In these cases, what fi nally 
counts as “science” is infl uenced not only by the consensus views of scientists, 
but also by society’s culturally conditioned views of how things work in 
nature.  6    

  Contingency 

 From a sociological viewpoint, scientifi c claims are never absolutely true but 
are always  contingent  on such factors as the experimental or interpretive conven-
tions that have been agreed to within relevant scientifi c communities. The contin-
gency of scientifi c facts refers to their dependence on certain background features 
necessary for their production. In their normal professional interactions, scientists 
tend to downplay even those contingencies of which they are aware, and they tend 
to speak of facts as if they were objectively true. When scientifi c controversies 
erupt, however, disputing parties regularly focus on the contingencies in each 
other’s accounts of reality. As noted by sociologists Nigel Gilbert and Michael 
Mulkay, the objective “empiricist repertoire” of normal scientifi c discourse is 
replaced in these instances by a more subjective “contingent repertoire” that 
stresses the indeterminacy of many alleged facts.  7    
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  Inscription 

 The noted French sociologist Bruno Latour has called attention to the fact 
that science as we know it often takes the form of written texts or  inscriptions , 
such as a curve on graph paper, a scattering of dots on photographic fi lm, or 
an X-ray picture that looks like a supermarket bar code. The inscription (and, 
more generally, its translation into numbers) is regarded as having a direct 
relationship to the observed substance of science, although extremely sophisti-
cated instruments and practices may in fact underlie its production. Scientifi c 
debate generally takes the inscriptions that are reproduced in published articles as 
the starting point for discussing natural phenomena. The inscription is a substitute 
for reality, while “the intervening material activity and all aspects of what is often 
a prolonged and costly process are bracketed off in discussions about what the 
fi gure means.”  8    

  Deconstruction 

 For sociologists of science,  deconstruction  means nothing more arcane than the 
pulling apart of socially constructed facts during a controversy. That facts should 
lend themselves to deconstruction is a corollary of their original construction. The 
adversarial structure of litigation is particularly conducive to the deconstruction of 
scientifi c facts, since it provides parties both the incentive (winning the lawsuit) 
and the formal means (cross-examination) for bringing out the contingencies in 
their opponents’ arguments.  

  Experimenters’ regress 

 Harry Collins, a leading British sociologist of science, has observed that the 
deconstruction of controversial scientifi c claims commonly follows a pattern 
called  experimenters’ regress . Experiments, as Collins notes, are always 
matters of skillful practice, so that “it can never be clear whether a second 
experiment has been done suffi ciently well to count as a check on the results of 
a fi rst.”  9   When scientists wish to contradict each other’s fi ndings (as routinely 
happens in legal proceedings), the indeterminacy of experimentation provides a 
natural pathway of attack: Were the instruments properly calibrated? Were 
background conditions stably maintained? Was the experiment adequately 
controlled? Were the resulting inscriptions correctly interpreted? Was there a 
valid statistical analysis of the data? There is virtually no limit to the 
questions that can be asked about experiments as long as scientists have an 
interest in challenging one another’s observations. A consensus develops 
around particular scientifi c theories, methods, and claims only when the 
incentives for attacking them disappear. Claims that no scientist any longer 
wishes to challenge or unpack are said to be “black boxed”; such claims 
constitute the expanding and, for the most part, invulnerable core of scientifi c 
knowledge.  



188  Science and Public Reason

  Boundary work 

 The stability of science, according to the sociological view, depends upon 
negotiated agreements within a research community about a host of issues ranging 
from the applicable theoretical paradigm to norms of peer review and publication. 
To maintain the stability of its fi ndings, a community of scientists has to be 
relatively resistant to criticism from outsiders. Solid state physicists, for example, 
will only brook criticism from other solid state physicists, just as epidemiologists 
will reject interventions by experts who have no formal training in epidemiology. 
Studies in the sociology of science have shown that scientists maintain the purity 
of their communities through what is termed  boundary work.  People whose 
criticism the community does not wish to accept are dismissed as members of a 
different fi eld or, if circumstances demand, as misfi ts, deviants, charlatans, or 
outsiders to the enterprise of science.  10   Effective boundary drawing insulates 
scientifi c work from unexpected and possibly ill-motivated challenge by inade-
quately credentialed critics. Boundary work is in this sense an indispensable part 
of the ordinary practice of science, but the boundaries drawn by scientists can be 
used to defl ect meritorious as well as unjustifi ed criticism.   

  Applications to the law 
 The foregoing model of scientifi c practice provides a useful starting point 
for explicating scientifi c controversies, whether they arise at the laboratory 
bench, in the pages of scientifi c journals, or in the courts. Recent legal disputes 
about the reliability of DNA fi ngerprinting, for example, illustrate both the 
“constructedness” of scientifi c claims and some commonly recurring patterns of 
deconstruction. 

 DNA fi ngerprinting was initially greeted by forensic scientists as the ultimate 
solution for problems of identifi cation. The technique is solidly grounded in 
biological theory, empirically tested, technologically feasible, and far more 
discriminating than other widely employed tests of identity. It can be used not 
only to convict the guilty but to exonerate the falsely accused, to establish pater-
nity, and to reunite families separated by political terror. Between 1986, when 
DNA identifi cation was fi rst introduced into U.S. criminal trials, and 1990, the 
congressional Offi ce of Technology Assessment identifi ed 185 cases in which 
such tests had been admitted into evidence.  11   Given the technique’s rapid spread, 
it is easy to understand why two 1989 decisions to exclude DNA evidence in New 
York  12   and Maine  13   raised agitated questions about the capacity of courts to deal 
with complex scientifi c testimony. 

 The arguments that led to the exclusion of DNA evidence in these lawsuits, 
however, seem entirely predictable when observed through the lens of sociology 
of science. Let us consider fi rst the issue of “bandshifts,” which fi rst reached 
national prominence in a sexual molestation case in Maine. Lifecodes Corpora-
tion, the commercial testing laboratory that had prepared the evidence in this case, 
identifi ed a match between two DNA samples. The bands that constituted the two 



What judges should know about the sociology of science  189

“fi ngerprints,” however, did not quite line up; the pattern was the same in both 
prints but was displaced in a way that suggested the DNA fragments in one sample 
were slightly larger than in the other.  14   On what basis, then, did Lifecodes read the 
two prints as identical? 

 The defense attorneys’ attempts to investigate this question led to a classic case 
of deconstruction, in which the validity of a particular scientifi c interpretation 
unraveled under critical pressure. The experts from Lifecodes revealed at trial that 
they had employed a previously unvalidated methodology to reconcile the differ-
ence between the two DNA inscriptions. A device known as a monomorphic 
probe had been used to tag a particular fragment of DNA that is the same in every 
person. Based on the relative displacement of this tagged fragment, the Lifecodes 
experts had concluded that all the bands in the seemingly displaced sample should 
be corrected by a factor of 3.15 percent, a calculation that enabled them to explain 
away the bandshifting as immaterial—in other words, to declare a match between 
the two samples. 

 Subsequent discussion both inside and outside the courtroom led to further 
deconstruction and experimenters’ regress. Once other scientists became aware of 
the technique used by Lifecodes, they not only found fault with it on methodo-
logical grounds, but began proposing alternative techniques they asserted would 
work better. In a direct attack on the validity of the Lifecodes approach, an expert 
working for the defense said, “The whole experiment wasn’t done with the kind 
of rigor you would expect.”  15   

 An exchange of letters in  Science  went even further. One writer criticized Life-
codes for using Southern blotting when “other more powerful techniques” were 
available, such as the use of “internally tagged” DNA samples and substitution of 
a sequencing gel for an agarose gel. Another writer suggested that the two samples 
should be “co-injected” or “co-spotted” in addition to being compared in separate 
lanes. A third complained that it seemed “overly simplistic to apply a single 
percentage correction to all the bands in a given lane”; a better approach, he 
suggested, would be “to spike each DNA sample with a set of marker fragments.”  16   
Together, these criticisms underscored the fact that Lifecodes’ identity determina-
tion was contingent on the scientifi c acceptability of a particular, still contested, 
interpretive technique: the use of monomorphic probes. Once defense experts and 
other scientists began systematically attacking this technique, the identity fi nding 
that it supported also lost its credibility. 

 Boundary work has also emerged as a signifi cant factor in determining the 
validity and courtroom acceptability of DNA tests. Urging caution in the use of 
the new technique, some have asked whether acceptance by research scientists 
provides a suffi cient guarantee of its acceptability for use in criminal identifi ca-
tion.  17   Critics have noted that conditions in forensic laboratories may make the 
tests less reliable than when they are done in research laboratories. This critique 
elevates the boundary between research science and forensic science into a legally 
signifi cant issue. It is worth recalling that a similar boundary proved to be legally 
persuasive in earlier disputes involving the reliability of blood typing by gel elec-
trophoresis. Courts in Michigan and California divided the “relevant community” 
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of experts into two groups to whom they assigned differing credibility: 
“scientists” from university research laboratories were deemed more reliable than 
“technicians” working in forensic laboratories.  18   

 Statistical challenges to DNA typing exemplify a different kind of boundary 
issue that will have increasing relevance following  Daubert : the difference 
between a test’s general validity and its validity in a particular case. As the OTA 
study noted,  19   the  validity  of forensic DNA tests does not hinge upon our knowl-
edge about the frequency of various DNA markers in the U.S. population. Yet 
information from population genetics can be highly relevant to a scientifi cally 
reliable application of the tests in specifi c cases—in particular, to calculating the 
probability of an accidental match. Hence, a fi nding that the test is scientifi cally 
valid will not alone be suffi cient to justify the reliance on DNA typing. The 
applicability of these tests has to be evaluated case by case, with both forensic 
DNA experts and population geneticists being given the opportunity to interpret 
the data from their respective disciplinary perspectives. 

 In sum, the DNA fi ngerprinting cases suggest that the courts are a better forum 
for articulating than for defi nitively resolving deconstructive questions about 
scientifi c evidence. The issues of technique, standardization, and statistical inter-
pretation that fi rst arose in trials involving DNA tests eventually were addressed 
by expert scientifi c bodies whose work may help to standardize scientifi c practices 
in this area. Thus, in April 1992 a panel of the National Academy of Sciences 
issued a report recommending that DNA testing laboratories should meet stricter 
quality control standards to ensure the reliability of their results.  20   Interestingly, 
Eric Lander, a member of the NAS panel, was one of several experts who had testi-
fi ed on some of these issues several years earlier in  People v. Castro ,  21   the New 
York case where the reliability of DNA fi ngerprints fi rst came to public attention.  

  Judicial assessments 
 Many of the insights from the sociology of science will seem familiar to judges 
and lawyers skilled in the interpretation of expert testimony. The community of 
trial lawyers and judges knows perhaps better than any other professional group 
just how unruly science often is in practice. Their daily experience confi rms that 
scientists are often sloppy, that they use covert assumptions and untried tech-
niques, and that they sometimes manufacture data points or gloss over results that 
do not quite make sense in the light of theory, Yet even legal practitioners who are 
well-versed in the ways of science and scientists can benefi t from a systematic 
account of scientifi c practice. A more serious engagement with the sociology of 
science can provide legal analysts with at least three forms of enlightenment. 

 First, familiarity with sociological accounts of science should help dispel unre-
alistic and overly romanticized views of the legal process. Is cross-examination 
really “the greatest legal engine ever invented for the discovery of truth”?  22   The 
social constructivist perspective suggests the answer may be more complex and 
ambiguous than lawyers generally admit. Adversary procedures are indeed a 
wonderful instrument for deconstructing “facts,” for exposing the contingencies 
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and hidden assumptions that underlie scientifi c claims, and thereby preventing 
uncritical acceptance of alleged truths. The adversary process is much less effec-
tive, however, in reconstructing the communally held beliefs that reasonably pass 
for scientifi c truth. Cross-examination, in particular, privileges skepticism over 
consensus. It skews the picture of science that is presented to the legal fact fi nder 
and creates an impression of confl ict even where little or no disagreement exists 
in practice. 

 At the same time, the sociological perspective on science alerts us to be cautious 
about statements like the following from “junk science” critic Peter Huber:

  Some will always insist that all truth is relative and subjective, that anyone 
should therefore be allowed to testify to anything, that science must be viewed 
as a chaotic heap of unconnected and contradictory assertions, and that the 
best we can do is invite the jury to decide scientifi c truth by majority vote. But 
anyone who believes in the possibility of neutral law, as many fortunately 
still do, must at the same time believe in the existence of objective fact, which 
ultimately means positive science. The only real alternative is nihilism.  23     

 Neither the neutrality of the law nor the positivism of science has stood up well 
enough to tests of empirical research to justify uncritical belief. Fortunately, 
however, the alternative is not nihilism, at least as long as we remember that the 
ultimate goal of the courts is the attainable one of dispensing justice, not the 
impossible one of fi nding objective truth. 

 The second conceptual benefi t that the sociology of science can offer to judges 
and lawyers is to provide a more principled basis for evaluating the validity and 
applicability of scientifi c evidence. Seventy years of judicial experience showed 
how diffi cult it is to implement the seemingly straightforward dictates of the  Frye  
test. For example, courts reached inconsistent results in trying to assign scientifi c 
techniques such as polygraph tests or DNA fi ngerprinting to one or more unam-
biguous “fi elds.” Work in the sociology of science puts these diffi culties into 
context, revealing them to be special instances of the more general phenomenon 
of boundary drawing in science. The boundaries around fi elds, as we now know, 
are themselves contingent: a scientifi c “fi eld” is intrinsically a moving target, for 
its boundaries are defi ned in relation to particular scientifi c, historical, cultural, 
and even political circumstances, all of which may change over time. A technique, 
moreover, can “belong” to more than one fi eld, and, as in the case of DNA tests 
and population genetics, courts may discover through experience that a technique 
that has gained general acceptance in one fi eld may not yet have done so in 
another—for reasons that are in themselves scientifi cally valid. 

  Daubert  did well to recognize that “peer review” should not be adopted as a 
blanket prerequisite for admissibility, replacing  Frye ’s even less workable crite-
rion of “general acceptance.” At the same time, the analytic approach outlined 
above suggests that  Daubert ’s criteria of testability and falsifi ability will in their 
turn prove diffi cult to implement in courts of law. Whether or not a theory or 
technique has been adequately tested is as much a social as a scientifi c question. 
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If an issue is not contentious within a given community of experts, members will 
readily agree on whether it has been properly tested. For issues in rapidly moving 
or frontier areas of science, however, experts will be more inclined to question the 
adequacy of scientifi c testing, following the well-trodden paths of experimenters’ 
regress. Trial courts may therefore soon discover that Chief Justice William 
Rehnquist was not alone in his confusion over how to interpret the  Daubert  
majority’s criterion of falsifi ability. 

 The skeptical reader may wonder at this point whether the sociology of science 
will help the courts or whether it will lead them into even deeper trouble. When 
courts previously faltered in their efforts to apply the  Frye  rule, commentators 
confi dently blamed the vagaries of the legal process for the problem, emphasizing 
in particular the unrealistic constraints that the adversary process places on 
inquiries about science. Few thought to question whether concepts like general 
acceptance in the scientifi c community—and now  Daubert ’s concepts of testing 
and falsifi ability—made good sense in the light of the true internal workings of 
science. The prevalent assumption was that scientifi c truth or consensus were 
always “out there” for the law to fi nd and that any failure to accomplish this goal 
was due to imperfections in the law’s machinery. Social studies of science pose a 
fundamental challenge to this relatively comfortable assessment. The diffi culty of 
locating facts, truth, or consensus now seems to be embedded in the way science 
works. The problem of fact fi nding originates within science itself, although the 
law’s halting approaches to determining what science has to say on a given issue 
often add layers of doubt and uncertainty to an undertaking that scientists 
themselves cannot entirely master.  

  Courts as participant-observers 
 This brings us to the third and possibly most signifi cant intellectual contribution 
that sociology of science can make to the legal process: to provide a more complete 
accounting of what really takes place when courts engage in scientifi c fact fi nding. 
Clarity on this point will not necessarily bring comfort, especially to those who 
would like simple rules for solving complex problems. It will, however, help 
educate the practitioners of both law and science about the limitations of each 
other’s disciplines when it comes to fact fi nding. An accurate perception of these 
limits may, in turn, lead to more realistic expectations about what can be achieved 
in courtroom inquiries into scientifi c evidence. 

  Frye , and to a lesser extent  Daubert , are based on a positivist image of science 
that does not stand up to sociological, and indeed historical or philosophical, scru-
tiny. The positivist view presumes that science creates pictures of the real world 
that the law should merely seek to recover. When courts “fi nd” the facts and 
opinions of science, or seek to determine the validity of evidence, their role is 
either to defer to what science already knows or to mimic as far as possible the 
dynamics of scientifi c inquiry within the courtroom. A sociologically informed 
analysis suggests, by contrast, that scientifi c claims are intrinsically provisional, 
contingent, and subject to deconstruction under critical scrutiny. Scientifi c claims, 
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in short, are inherently open-ended, although this property may be clearly apparent 
only when science is embroiled in controversy. Legal fact fi nding accordingly 
reproduces at best a still frame out of the continually unfurling motion picture of 
science, with all the distortions that such compression entails. Worse yet from the 
standpoint of scientifi c positivism, the sociologically open-ended view of science 
suggests that it is impossible for the legal fact fi nder to maintain an objective 
distance from the “facts.” In seeking to “fi nd” them, the fi nder necessarily becomes 
not just an observer of, but a participant in, the social construction of science. 

 A recent Fifth Circuit decision,  Christopherson v. Allied Signal Corp. ,  24   vividly 
illustrates this participant-observer role of the courts in deciding questions about 
disputed science. Christopherson died of a rare cancer of the liver and colon alleg-
edly caused by exposure to nickel and cadmium fumes generated during battery 
production at his place of work, Marathon Manufacturing Company. The plaintiff 
sought to establish this causal link through the evidence of a single expert witness, 
Dr. Miller, whose testimony was deemed inadmissible by the district court. The 
case came to the Fifth Circuit on appeal from the district court’s grant of summary 
judgment in favor of Marathon. In an  en banc  hearing, the appellate judges held 
that Miller’s testimony had been properly excluded, in part because of gross defi -
ciencies in the facts and data upon which Miller had based his opinions. 

 Whether the trial court in  Christopherson  usurped the jury’s fact fi nding role 
remains an unresolved issue. For our purposes, however, it is instructive to focus 
on the reasons for the court’s ruling that Miller’s testimony was fundamentally 
fl awed. Miller had relied on the affi davit of a co-worker, Edgar Manoliu, who had 
described Christopherson’s (and presumably his own) exposure to fumes in the 
workplace. The court noted that Manoliu’s affi davit contained numerous gaps and 
inaccuracies: it contained no information about the type of fumes breathed by 
Christopherson or, more generally, produced during Marathon’s manufacturing 
process; it failed to state the chemical composition of the fumes or of the contents 
of the soak tanks; and it apparently misstated both the number of times Christo-
pherson visited the manufacturing area and the average duration of his stays. 
Moreover, neither Manoliu’s affi davit nor any other source provided Miller with 
information about “the physical facilities at the Marathon plant, including the size 
of the plant or the impregnation and soak area, or the ventilation available in these 
areas or in Christopherson’s offi ce.”   25   

 Our brief foray into the sociology of science tells us that the exercise the court 
undertook here was a kind of deconstruction very similar to experimenters’ regress. 
Confronted with Dr. Miller’s statement about causation, a common type of claim in 
science, the court delved back into the basis for the statement’s production and iden-
tifi ed various points at which the chain of inference seemed weak or nonexistent. 
But the criteria of suffi ciency that the court applied to the proposed testimony were 
of the court’s own making, refl ecting a quite possibly limited understanding of the 
nature of causation and proof in cases involving health claims. For example, the 
court clearly felt that “objective” standards (the chemical composition of fumes, 
numerical evidence of plant size and exposure) should take precedence over a 
co-worker’s subjective testimony that all was not well in the Marathon workplace. 
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This is a conclusion that would not necessarily win support from all members of the 
medical community. In  Christopherson , then, a scientifi c claim about causation was 
deconstructed according to standards articulated by judges, who thus became active 
participants in determining what evidence was suffi cient. The plaintiff’s evidence 
was excluded on the basis of legal or common-sense notions of validity rather than 
of criteria emanating from the testimony of other experts.  

  Some practical conclusions 
 The hardest task for an academic observer of the legal process is to demonstrate that 
theoretical analysis has useful practical consequences. Will the framework outlined 
in this article make judicial practice any more refl ective or improve the handling of 
expert evidence by courts? Three general observations on this score are offered, 
each of which has important consequences for future procedural development. 

 First, the sociological study of science suggests that science is as much to blame 
as the law for the seemingly indiscriminate deconstruction of scientifi c authority 
in the courts. The contingencies that the law exposes are inherent in the produc-
tion of science, and, as we saw in the DNA fi ngerprinting cases, the law may serve 
a socially valuable function by revealing previously hidden contingencies to both 
scientists and the public. Yet the procedures for truth seeking in science and the 
law are profoundly antithetical to one another. Science successfully creates facts 
because scientists operate in a framework of incremental adjustments and care-
fully bounded negotiation within communities who share a commitment to 
closure. Legal fact fi nding, by contrast, treats all facts as equally contingent in a 
forum where adversaries have every incentive to overstate the weaknesses in each 
other’s positions. To assess scientifi c opinion fairly, then, the law may well have 
to experiment more actively with panels, pretrial hearings, and other non- 
polarizing approaches to fact fi nding, including procedures that increase the 
incentives for negotiation and closure. 

 Second, it follows from the previous point that legal proceedings should be 
structured with a clearer sense of the costs and benefi ts of alternative procedural 
formats. The panoply of a full-scale pretrial hearing may be appropriate for a mass 
toxic disaster, where millions of dollars can potentially change hands, or a scien-
tifi c issue, such as DNA fi ngerprinting, which is likely to recur many times in the 
same jurisdiction. At other times, however, the adversary system may be the pref-
erable method for scientifi c fact fi nding, both because it is most effi cient and 
because it best safeguards the interests of the parties. The accounts of scientifi c 
reality produced by these means may be approximate and incomplete, but the 
methods of science may do no better in most cases, and they may in any event 
entail substantially higher costs. 

 Finally, the analysis proposed here supplies a theoretical basis for the misgivings 
that the legal community has always entertained about an overly active 
judicial role in scientifi c fact fi nding. When judges exclude expert testimony, 
appoint their own expert witnesses, or render summary judgments, they inescapably 
give up the role of dispassionate observer to become participants in a particular 
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construction (or, as in  Christopherson , deconstruction) of scientifi c facts. They help 
shape an image of reality that is colored in part by their own preferences and preju-
dices about how the world should work. Such power need not always be held in 
check, but it should be sparingly exercised. Otherwise, one risks substituting the 
expert authority of the black robe and the bench for that of the white lab coat—an 
outcome that poorly serves the cause of justice, or of science.   
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                 11 Expert games in silicone gel 
breast implant litigation  *     

     Legal historians have noted the relatively late appearance of institutionalized 
medicolegal knowledge and practices in Anglo-American judicial proceedings.  1   
Here at the end of the 20th century, however, the American legal system suffers if 
anything from a surfeit of expertise. Courts today are awash with scientifi c 
evidence, generated largely at the behest of the litigating parties. Forensic 
science fi gured crucially in a series of high-profi le criminal cases during the 
1990s: the identifi cation of telephonic voices (New York State Judge Sol 
Wachtler’s threatening calls to his ex-mistress); handwriting (White House aide 
Vince Foster’s suicide note and the Jon-Benét Ramsey ransom letter); typewriting 
(Theodore Kaczynski’s authorship of the Unabomber manifesto); blood 
spatters (O.J. Simpson’s glove, shoes and car); traces of chemical explosives 
(the Oklahoma City bombing); intercranial bleeding and ‘shaken baby syndrome’ 
(the murder trial of British au pair Louise Woodward). In civil cases, scientifi c 
evidence underpins claims of damage from drugs, diet pills, medical devices, 
electromagnetic fi elds, environmental pollutants and a host of other hazards, 
imagined or real. Expert evidence is invoked not only to prove guilt and causation, 
but also to establish baselines of acceptable behaviour in far-fl ung domains of 
professional endeavour, as in cases involving medical malpractice, insider trading, 
scientifi c misconduct, nursing, babysitting or child abuse. 

 As if driven by the law of supply and demand, forensic science, the cluster of 
scientifi c specialisms dedicated to the investigation of legally relevant matters of 
fact, has undergone massive growth and diversifi cation in the past few decades. 
Indicators of professionalization, such as treatises, journals and associations, have 
not lagged far behind. A recent 1241-page treatise on scientifi c evidence testifi es 
to the breadth and depth of this transformation. Its index lists, under a single letter 
of the alphabet, topics as disparate as ‘semen’, ‘shoewear’, ‘skeleton’, ‘skidmarks’ 
and ‘smothering’.  2   Similarly hardly an academic discipline has not been called 
upon at one time or another to satisfy the legal system’s insatiable thirst for certi-
fi ed knowledge. Sociologists and philosophers of science, for example, testifi ed 
against the constitutionality of an Arkansas creationist law,  3   and specialists in 
ancient philosophy debated the constitutionality of an anti-gay rights referendum 
in the state of Colorado.  4   
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 The sudden effl orescence of experts and expertise in legal settings has brought 
with it a rising concern about the lines of demarcation between genuine and 
spurious experts, between mere claims of expert knowledge and the real thing. 
The fairness, not to say the perceived competence, of the legal process depends on 
its ability to make just such demarcations, but the capacity of courts to do so cred-
ibly is increasingly in doubt. For some, the problem reduces to a search for rules 
or criteria with which courts should be able to distinguish, quite generally, between 
legitimate science and its meretricious lookalikes.  5   Others have put their faith in 
process over rules and urged courts to assess the state of knowledge through wider 
use of specially appointed experts or panels. But such formulaic solutions, as has 
been argued elsewhere,  6   fail to make allowances for the contingencies that govern 
the production of scientifi c evidence. In the great majority of modern legal 
controversies, relevant expertise is not to be had for the asking, conveniently 
displayed in well-marked packages in the grand supermarket of science. Like 
every other aspect of a litigant’s story, expert evidence too must be painstakingly 
pieced together from disparate, contradictory, incomplete and changeable 
sources.  7   Its function from the start is to support or contest particular accounts of 
something gone wrong in the world; normative and epistemological commitments 
are therefore inseparably woven together into expert evidence. 

 How then should courts tackle the demarcation problem of distinguishing 
between ‘good’ and ‘bad’ expert testimony? If appeal to external scientifi c 
authority is excluded in principle, whether in the form of absolute rules or of 
authoritative processes, clarifi cation has to be sought within the very settings 
where evidence is made, through a deeper understanding of the mechanisms by 
which experts gain or lose credibility in the eyes of the law. Expertise is best 
viewed for our purposes as the end product of a complex game – equipped with its 
own distinctive moves, countermoves, rhetorics and practices – which can be 
simultaneously played by multiple players (such as judges, juries, lawyers, scien-
tists, witnesses and professional communities) at varied locations, inside and 
outside the courtroom. This dynamic model helps us to sort and compare the 
divergent claims of expertise that come before the courts in complex litigation, 
such as the silicone gel breast implant (SGBI) lawsuits that have fl ooded US 
courtrooms since 1977.  8   Appreciation of the model, fi nally, provides a basis for 
refi ning the judgments that should govern the admissibility of expert evidence in 
legal proceedings.  

  How to tell an expert 
 In everyday life, expertise strikes us as an unproblematic phenomenon with 
clearly defi ned boundaries. The word ‘expert’ has, to begin with, a respectable 
pedigree in the English language. According to the  Oxford English Dictionary , 
Chaucer already spoke of a person ‘in science so experte’ and of ‘Maystres . . . 
That were of lawe expert and curious’. We have, besides, quite clear intuitions 
about how to use the term in ordinary speech. A cook, a salesman or a piano 
tuner, for instance, can be designated ‘expert’ for simply measuring up to certain 
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conventional performance standards. By contrast, it seems reductionist to pin 
the label ‘expert’ on a violinist, mathematician or theatre critic, whose craft 
transcends any predetermined repertoire of rules. Yet we readily concede that 
artists, inventors and technicians all possess some form of expertise. Rule 702 of 
the US Federal Rules of Evidence (Testimony of Experts) begins to tease apart 
some of these intuitive judgments by acknowledging the varied ways in which 
expertise can be constituted. Persons may be recognized as experts in the court-
room by virtue of ‘knowledge, skill, experience, training, or education’; once they 
are so certifi ed, they need not, like laypeople, limit their testimony solely to 
matters known through direct, personal experience. Expertise, as conceived by the 
law, clearly encompasses the special sort of competence that we term ‘science’, 
but it is a signifi cantly broader concept. 

 While granting that there are varied cognitive and experiential pathways to 
expertise, Rule 702 does require all would-be experts to show some level of 
learning or mastery beyond the ordinary. Expertise is not a state to be claimed at 
will. Yet, in the landscape of contemporary legal disputes, it seems that almost 
any kind of human experience can be converted, if only temporarily, into a domain 
of possible expertise. Scientists, used to operating within tightly drawn bounda-
ries of professional authority,  9   fi nd this catholic embrace of expertise unsettling, 
to say the least. Is the courtroom, then, the proverbial country of the blind where 
even the one-eyed man is king? The answer, of course, is no. The legal system has 
as great a stake in distinguishing admissible from inadmissible claims of expertise 
as science itself. In testing the credibility of experts, the law reaffi rms its own 
credibility. The ways in which it does this, however, are all its own, conditioned 
by the legal system’s peculiar needs, constraints and purposes. Consequently the 
law’s techniques for evaluating scientifi c evidence do not map neatly onto 
science’s modes of testing knowledge claims. Contrary to conventional wisdom, 
these discrepancies do not make the law anti- or un-scientifi c; they merely 
accentuate the necessary distance between legal and scientifi c fact fi nding. 

 Formal screening of experts has long been a component of legal proceedings. 
The American federal system determined admissibility for 70 years in accordance 
with an otherwise obscure 1923 appeals court decision,  Frye  v.  United States ,  10   
which decreed that the science underlying expert testimony had to be ‘suffi ciently 
established to have gained general acceptance in the particular fi eld in which it 
belongs’. The  Frye  rule proved diffi cult to administer consistently, and over time 
different interpretations of ‘general acceptance’ took hold in different jurisdic-
tions around the country. Despite this lack of uniformity, the basis for screening 
experts did not attract much attention outside the legal community until the 1993 
Supreme Court decision in  Daubert  v.  Merrell Dow Pharmaceuticals, Inc. ,  11   
which many hailed as the case that would liberate federal courts from an onslaught 
of ‘junk science’.  Daubert  overruled  Frye , holding that it had been superseded by 
the legislatively enacted Federal Rules of Evidence. Federal courts, the Supreme 
Court declared, should henceforth subject offers of expert testimony to two basic 
tests: that of ‘fi t’, or relevance, and that of scientifi c reliability. To assist the lower 
courts in applying the latter test, the court proposed four criteria: (a) did the 
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evidence rest on a tested and falsifi able theory or technique; (b) had the 
underlying science been peer reviewed; (c) what was the technique’s error rate, if 
known; and (d) recapitulating  Frye , was it generally accepted? 

 In the glare of publicity surrounding  Daubert  and the efforts to apply it, the 
moves that legal actors make in constructing experts and expertise have become 
much more transparent than they were in the shadowy  Frye  regime. Federal 
judges appear substantially less inclined in the post- Daubert  era simply to defer to 
the parties’ experts. Rather courts have sought actively to test the relevance 
and reliability of expert testimony, through proceedings in which expertise is 
dynamically constructed and deconstructed. Some of the tests applied in screening 
experts are explicit and rule-like, as  Daubert  contemplated, and have become the 
subject of vigorous debate and commentary. Others are tacit, invisible, contingent 
and so unrefl ectively applied that they elude systematic inquiry. At the same time, 
the screening process has become palpably more interactive. Judges do not 
unproblematically apply the legally sanctioned demarcation criteria to a well-
defi ned set of factual possibilities. Instead they (and, where applicable, their 
appointed experts) respond to specifi c, situated and strategic moves made by the 
litigants to establish some expert claims and deconstruct others. By piecing 
together these cross-cutting manoeuvres, we gain insight not only into what counts 
as expertise in American law but also into the merits of competing approaches to 
demarcating expertise.  

  The game of expertise 
 The making of expertise within the legal process can usefully be conceptualized 
as a kind of game in which experts and their claims struggle for credibility in the 
eyes of the fact fi nder. As in any game, some of the moves have to be made in 
accordance with prescribed rules; others are left to the players’ wit and imagina-
tion.  Figure 11.1  lays out the central parameters of the expertise game on an imag-
inary board divided into four quadrants by a horizontal and a vertical axis. The 
horizontal axis – labelled  experience  – accommodates moves designed to profes-
sionalize the knowledge claimed by expert witnesses. It is not enough for experts 
simply to embody personal trustworthiness, although this of course is a  sine qua 
non  of witnessing more generally. In order to claim the special prerogatives that 
the law accords them, experts have to embody in their own persons the collective 
judgments of a discipline, occupation or profession. Their success depends on 
establishing a double claim on the fact fi nder’s trust: not only as individuals, but 
also as representatives of certifi ed specialist communities. Correspondingly their 
credibility can be undermined by attacking either their personal or their profes-
sional integrity. 

 The vertical axis – labelled  objectivity  – designates efforts to move expert 
evidence from the pole of untested or subjective observation (for example, eyewit-
ness testimony) towards that of scientifi c fact. Expert testimony gains special 
force when it is seen as conforming to scientifi c standards. The expert’s personal 
biases and faults then diminish in signifi cance, although (as will be clear in later 
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examples) the personal dimension never completely disappears. An expert who
represents science speaks for a reality presumed to be beyond mere individual
experience. The more scientific the claim, the less open it is to personalized attack.
Its objectivity is underwritten by science's cultural authority. Following Daubert,
however, judicial scrutiny can less readily be avoided simply by asserting that
testimony is based on reliable science. The labels 'scientist' and 'scientific' have
become resources to be strategically deployed, defended and fought for vis-à-vis
the judge as well as the opposing party. The vertical axis in Figure 11.1 delineates
the moves by which witnesses' claims can either be made to look more like
science or else methodologically deconstructed and rendered inadmissible as
scientific testimony.

Together, the two axes define the basic strategic spaces in which expertise can
be asserted or challenged. Proceeding clockwise from the top left, the first three
quadrants all represent spaces in which expertise can be plausibly claimed, but on
varying grounds: in quadrant 1, the goal is to enhance the objectivity of lay experi-
ence by stressing its skilled, disciplined or knowledgeable character; in quadrant 2,
moves are designed to tie expertise explicitly to scientific methods and the objec-
tivity of science; in quadrant 3, expert claims are linked to the judgment and expe-
rience of professional communities, but not necessarily to science. In quadrant 4,
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by contrast, the permitted moves are largely deconstructive: to deprive experts of 
the resources of specialized ‘knowledge, skill, experience, training or education’. 
The would-be expert is reduced here to the status of a lay witness of no special skill 
and questionable personal integrity. To succeed in the expertise game, players must 
press their claims as far as possible in the direction of scientifi c objectivity and 
accredited professional experience. In challenging expert claims, the goal is just 
the opposite: to move claims into quadrant 4, that is, back towards the poles of 
subjective knowledge and individual experience. Only when pressed into this 
space can expert claims be said to meet neither the relatively stringent tests of 
scientifi c reliability nor the broader measures of professional expertise. 

 Interpreted within the model of the expertise game,  Daubert  acquires a more 
complex meaning than it has been accorded by most commentators. It is not, as is 
sometimes asserted, simply an injunction to judges to ‘think like scientists’. 
Rather,  Daubert  outlines a programmatic view of the possible means by which 
allegedly expert claims can be moved along one or the other major axis of knowl-
edge certifi cation. The criteria proposed by the Supreme Court are consistent in 
this respect with the eclectic approach to expertise taken by the Federal Rules of 
Evidence.  Daubert  implicitly recognizes that expert knowledge, for legal purposes, 
is not coextensive with scientifi c knowledge. Of the four  Daubert  criteria, only 
two (testability and error rates) refer specifi cally to moves along the  objectivity  
axis, by which experts lay claim to scientifi c reliability; the other two criteria (peer 
review and general acceptance) refer to moves along the axis of  experience , from 
personal to professional, but not necessarily scientifi c, knowledge. 

  Daubert  did not aim to provide comprehensive rules for establishing expertise and 
it should not be construed as having done so. The model of the expertise game helps 
identify some of the gaps in the criteria. ‘Falsifi ability’, for instance, is derived from 
the philosopher Karl Popper’s model of experimental science and has little relevance 
for other forms of scientifi c activity. Furthermore none of the criteria explicitly takes 
account of the role of material resources – such as instruments, reagents, test animals, 
photographs, software or computerized databases – in producing ‘objective’ scien-
tifi c knowledge, even though their pervasiveness in scientifi c practice is now widely 
acknowledged.  12   Similarly no mention is made of professional codes or formal 
research protocols that can be used to underwrite claims of professional knowledge. 
The criteria, fi nally, assume a degree of autonomy on the part of judges that does not 
square with the interactive and locationally dispersed character of the expertise game. 
The opinion shows neither a refl exive awareness of the judicial role in constructing 
different meanings of admissibility nor a sensitivity to the ways in which legal 
discourse might be incorporated into the production of supposedly objective scien-
tifi c statements. We will return to these points below in connection with the moves 
made by litigating parties in the SGBI cases.  

  Playing by the rules 
 The layout of Figure 11.1 allows cases involving expert claims to be sorted into 
four ‘bins’, defi ned on the one hand by the source of the claimed experiential 
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authority (personal or professional) and on the other by the choice to defend or 
contest claims of facticity (objectifi cation or deconstruction). In each bin or quad-
rant, a fi ner characterization can be produced by describing the specifi c pathways 
followed in building up or tearing down the claims of expertise. Was the expert’s 
experience shown to conform to impartial professional standards or was it chal-
lenged as idiosyncratic, wrong or biased? Was expert knowledge validated by the 
test of falsifi ability or by that of general acceptance? The metaphor of sorting into 
bins scarcely does justice to the intricate dynamics of actual cases, which involve 
simultaneous, competing moves by several actors. In the game of expertise, the 
contest rarely takes place along preordained positions and stationary battle lines. 
Winning strategies more often require fl exible accommodation to choices made 
by other players claiming superior scientifi c or professional authority. 

 The broad category of toxic tort cases, for instance, can be seen in the light of 
this analysis as composed of contests between plaintiffs’ experts wishing to posi-
tion themselves in quadrant 2 (upper right), or failing that in quadrant 1, and 
defendants seeking to press their opponents into quadrant 4 (lower left). An 
instructive example is  Christopherson  v.  Allied Signal Corp. ,  13   in which a suit was 
brought on behalf of a deceased worker at a battery manufacturing plant in Waco, 
Texas. The plaintiffs claimed that Christopherson had contracted a rare and fatal 
form of small-cell colon cancer as a result of exposure to nickel and cadmium 
fumes at his workplace. The only expert testimony provided for the plaintiff was 
based ultimately on an affi davit by a co-worker, whose testimony the court 
rejected as lacking suffi cient markers of reliability: ‘We fi nd particularly telling’, 
the court opined, the ‘admission in his deposition that he did not know the chem-
ical composition of the fumes nor the mix of chemicals in the impregnation and 
soak tanks’.  14   Other missing elements included quantitative data on the size of the 
plant and the soak area, the ventilation system and the dosage and duration of 
exposure; all these could presumably have been gathered through appropriate 
instrumentation, but not through unmediated observation. Faced with these gaps, 
the court concluded that the co-worker’s subjective experience of his working 
conditions could not be packaged as expert testimony. 

 Skilful deployment of instruments can help clothe individual observations in 
the guise of credible expertise (quadrant 1), even when no professional warrant is 
available for particular ways of seeing. Thus, in  People  v.  Marx ,  15   a 1975 
California criminal case, a court admitted evidence of bite marks on the victim’s 
body although such testimony was not supported by an ‘established science of 
identifying persons from bite marks’. The court applauded the prosecution 
experts’ ‘enthusiastic response to a rare opportunity to develop or extend forensic 
dentistry into the area of bite mark identifi cation’.  16   Especially persuasive in the 
court’s view was the fact that the experts ‘did not rely on untested methods, 
unproven hypotheses, intuition or revelation. Rather, they applied scientifi cally 
and professionally established techniques – X-rays, models, microscopy, photog-
raphy’ to produce data that were independently ‘verifi able by the court’.  17   Accord-
ingly the court felt competent to rule that the novel uses of these techniques by 
prosecution experts raised no serious issues of admissibility. 
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 Not only material instruments, but discursive strategies can be used to rerepre-
sent personal observations as knowledge grounded in professional experience 
(quadrant 3). In the fi rst Rodney King trial, for example, an ‘expert’ on police 
practice persuaded the jury to see a videotape of police violence as experienced 
policemen allegedly would have seen it. He accomplished this sleight of vision by 
verbally coding the movements of the victim’s body: almost invisible changes in 
the position of arms, legs and buttocks were classifi ed by these means as ‘aggres-
sion’, calling forth, in turn, such graduated and calculated responses as ‘assess-
ment periods’, ‘escalations of force’, ‘kicks’ and ‘blows’.  18   Similar verbal coding 
has been used with greater and lesser success to convert visual tests of car drivers’ 
sobriety, such as ‘horizontal gaze nystagmus’, into techniques of expert policing.  19   
Appeal to contingently constructed, yet seemingly impersonal, assessment rules 
can equally be made the basis for rejecting expert claims. An example that gained 
considerable notoriety in the United States was the idealized code of practice 
against which the criminalist Denis Fung was measured and found wanting under 
cross-examination by Barry Scheck in the O.J. Simpson trial. A lesser known but 
no less revealing example is the list of ‘qualifi cations of expert witnesses in 
ancient Greek thought’ produced by the philosopher Martha Nussbaum in 
connection with her testimony in the Colorado gay rights trial; by codifying the 
prerequisites for responsible classical scholarship, she hoped to place some 
interpreters (and interpretations) of Plato outside the pales of credible expertise.  20   

 In quadrant 4 (lower left), we fi nd strategies for moving claims down the objec-
tivity axis, through deconstruction of their scientifi c merit, or back along the hori-
zontal axis from professional to personal, and hence not qualifying as expertise. 
Since  Daubert , for example, sceptical deconstruction of peer review appears to be 
gaining ground. In a federal district court case,  Valentine  v.  Pioneer Chlor Alkali ,  21   
the court rejected an expert’s testimony on the neuropathological effects of chlo-
rine inhalation even though he had published an article in a peer-reviewed journal. 
In explaining its decision, the court produced its own demarcation criterion. 
Editorial peer review, the judge concluded, was not legally cognizable as ‘true’ 
peer review: ‘Militating against forensic use of editorial peer review as a proxy for 
genuine critical examination of purported scientifi c evidence is the fact that the 
average referee spends less than two hours assessing an article submitted to a 
biomedical journal’.  22   When the  Daubert  case itself was reconsidered following 
the Supreme Court’s 1993 decision, the Ninth Circuit Court of Appeals engaged 
in a similar construction of case-specifi c demarcation criteria. To strengthen the 
case for admissibility, it held, scientifi c evidence should be based where possible 
on ‘pre-litigation research’, which is ‘less likely to have been biased toward a 
particular conclusion by the promise of remuneration’. Such a foundation would 
help to counter charges that the evidence in question ‘is not science at all, but 
litigation’.  23   This ad hoc and unsupported rule was adopted with alacrity by the 
SGBI defendants, as we shall see below. 

 Personal integrity is another possible focus of attack in quadrant 4. This is 
where cross-examination can be deployed to great effect, by revealing personal 
bias, misconduct, fi nancial interest or inconsistency on the part of individual 
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experts. In the courtroom, the expert’s personal credibility is always at stake and 
the claimed authority of science guarantees no protection against such probing. In 
 Blum  v.  Merrell Dow Pharmaceuticals, Inc. ,  24   for example, a products liability 
case involving the drug Bendectin, a Pennsylvania trial judge pointed to defects in 
the defence experts’ professional integrity (evidence of bias in peer review) as 
well as personal integrity (corporate funding of research) as the basis for down-
grading their credibility. 

 The testimony demonstrated that articles were inserted in ‘peer review’ jour-
nals, without review by independent authorities, but edited by lawyers; that ‘peer 
review’ journals published, as valid, the results of ‘less than good studies’; that 
articles were rejected for publication by prestigious journals before being 
published in the ‘peer review’ journal,  Teratology . The testimony exposed 
scientifi c literature created for purposes of legal defence. The testimony revealed 
a sycophantic relationship between ‘scientists’ and their funding source: the 
defendant, Merrell Dow.  25   

 With this range of illustrations in mind, let us turn now to the construction of 
expertise by players in the litigation concerning breast implants.  

  The SGBI litigation: birth of a mass tort 
 Silicone gel breast implants were fi rst introduced into the American market in the 
early 1960s as substitutes for earlier, less satisfactory devices, such as wax, fabric, 
directly injected silicone, synthetic sponges or saline-fi lled implants. The new 
product was favoured for its appearance, physical stability and apparent non- 
reactivity. By the 1970s, SGBIs were in wide use for cosmetic breast augmenta-
tion as well as for breast reconstruction following cancer surgery. Some 20 years 
later, reasonable estimates for the number of women with breast implants ranged 
between one and two million, with more precise fi gures probably not ascertain-
able.  26   SGBIs were marketed before the enactment of the 1976 Medical Device 
Amendment to the Federal Food, Drug and Cosmetic Act which required safety 
and effi cacy testing for all implants. Information about the devices’ safety was 
therefore largely the product of anecdotal and ad hoc post-market reporting by 
users, medical professionals and the media, a problem that was later to plague 
both plaintiffs and manufacturers. After 1976, SGBIs were subject to review by 
advisory panels to the Food and Drug Administration (FDA), the regulatory 
agency whose task it was to decide whether to demand additional testing or to 
leave the devices on the market. By all indications, FDA exercised its review 
power lackadaisically and without serious conviction throughout the 1980s. 

 Starting in the late 1980s, the breast implant story took surprising new turns. 
There were, to begin with, incontrovertible reports of rupture and leakage from 
the implants, accompanied by local infl ammation, painful scarring, contraction 
and hardening of the surrounding breast tissue. Even intact implants were prone to 
‘bleeding’, permitting small quantities of silicone to escape and be gradually 
disseminated through the body. For many women, the localized responses alone 
were severe enough to necessitate surgical removal of the implants, a procedure 
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that some underwent more than once in the hope of fi nding a workable solution. 
More troubling were the increasing reports of so-called ‘connective tissue 
diseases’ (CTDs), a collection of auto-immune disorders affl icting the joints, skin 
and internal organs that included such conditions as lupus, scleroderma and rheu-
matoid arthritis. Complaints of this gravity could not stay hidden. In December 
1990, the CBS television reporter Connie Chung produced a segment on breast 
implants on her show,  Face to Face with Connie Chung . She offered ‘shocking’ 
revelations of implant-induced disease and charged the FDA with lax regulation 
and failure to inform women of the risks to their health. Concurrently suits by 
women with implants began to reach the courts in substantial numbers and with 
large fi nancial consequences. In December 1991, a federal jury awarded an 
unprecedented $7.34 million (including $6 million in punitive damages) to a 
California woman who claimed that she had developed ‘mixed connective tissue 
disease’ because of her implants.  27   

 Partly in response to these events, regulatory pressure on SGBIs tightened in 
the early 1990s. Dr David A. Kessler, then FDA Commissioner and an ardent 
public health activist, requested the agency’s General and Plastic Surgery 
Devices Panel to assess the safety of breast implants. The panel’s scientifi c 
review, rounded out with three days of contentious, highly charged hearings in 
November 1991, concluded that not enough information was available to estab-
lish the safety of the devices, but that they should remain on the market pending 
further study. On 6 January 1992, however, Kessler requested a voluntary mora-
torium on the use of SGBIs to permit the review of additional data obtained from 
manufacturers in the course of litigation. In its report of April 1996, the FDA 
advisory panel reaffi rmed that the connection between silicone gel and CTDs was 
not yet scientifi cally established but recommended restrictions on access to 
implants while clinical trials were conducted.  28   Acting on these recommendations, 
the FDA immediately restricted the use of implants to reconstruction after cancer 
surgery; the agency also proposed strict guidelines for new clinical trials of 
SGBIs.  29   

 The moratorium and its aftermath confi rmed many implant recipients’ worst 
suspicions about their health complaints, and the steady trickle of SGBI lawsuits 
around the country soon turned into a torrent. Manufacturers and plaintiffs alike 
were caught up in one of the most distinctive, frustrating and messy inventions of 
the modern American legal system: the mass toxic tort. The total number of SGBI 
claimants was known to exceed 440 000. Dow Corning Corporation, the market 
leader in implant sales, recognized that extreme measures were needed to deal 
with its potential liability. Settlement emerged as the most attractive option for 
Dow Corning as well as its major competitors. By late 1994, federal procedures 
for multi-district litigation were used to consolidate some 9600 claims for pretrial 
proceedings in the Northern District of Alabama. In September of that year, Chief 
Judge Samuel C. Pointer, Jr shepherded the parties into a $4.25 billion global 
settlement, with Dow Corning agreeing to pay some $2 billion of that amount.  30   
For some months, it seemed that the controversy might actually close, but that 
impression proved to be illusory. 
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 Several factors contributed to the unravelling of the fi rst SGBI settlement in the 
following months. To begin with, too many plaintiffs opted not to participate in the 
global settlement, including most of the Texas claimants, accounting for almost 
one-quarter of the total number of litigants. Faced with massive uncertainty about 
the extent of its liability, Dow Corning fi led for bankruptcy in May 1995. Science, 
too, began to emerge as a separate force in the SGBI story, as data became available 
from the fi rst systematic studies of women with breast implants. On 16 June 1994, 
the  New England Journal of Medicine  ( NEJM ) published the results of the fi rst 
clinical trial investigating the correlation between silicone implants and connective 
tissue diseases.  31   Conducted by the respected Mayo Clinic in Minnesota, this retro-
spective cohort study compared 749 women who had received SGBIs between 1964 
and 1991 with twice that number of women in a control group and found no statisti-
cally signifi cant increase in CTDs among the former. The Nurses’ Health Study, a 
Harvard-based survey of some 100 000 present and former nurses, appeared to 
confi rm the Mayo Clinic fi ndings, as did several other studies that followed. As both 
litigation and scientifi c research inexorably continued, judges and litigants had to 
decide how to accommodate the emergent and allegedly independent voice of 
science into their legal strategies. The model of the expertise game provides a useful 
framework for analysing the resulting manoeuvres on all sides.  

  Law meets science: experts in action 
 Of the many different fora, both state and federal, in which SGBI lawsuits 
continued to make headway, two attracted special notice for their innovative 
approach to expert testimony. The fi rst,  Hall  v.  Baxter Healthcare Corp. ,  32   
unfolded in a federal district court in Oregon under Judge Robert E. Jones; the 
other was the federal multi-district litigation, MDL-926, which continued to play 
out in Judge Pointer’s court in Birmingham, Alabama after the breakdown of the 
original settlement. Central to both proceedings was the attempt to construct an 
authoritative picture of implant-related disease, a problem that both courts 
addressed by appointing independent scientifi c panels to review and sift the avail-
able evidence. As of late 1997, the Pointer panel was still conducting its inquiry, 
whereas Judge Jones had made legal history in  Hall  by ruling inadmissible all of 
the plaintiff’s evidence supporting the claim of silicone-induced CTD. For our 
purposes, however, it is the contrast between the two court-initiated processes and 
associated moves by litigants that is of greatest interest. Differences in the strate-
gies adopted by the judges and the parties in the two courts provide compelling 
insights into the game-like character of legal expertise: even in the post- Daubert  
era, remarkably few moves are fi xed in advance, and the scientifi c stories 
constructed in the courts bear the unavoidable stamp of judicial predilection.  

  In search of neutrality 
 In appointing independent experts to assist them, courts are institutionally 
concerned, fi rst and foremost, to ensure neutrality with respect to the outcome of 
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the lawsuit. Financial connections with the parties are an immediate disqualifi er, 
as is – ordinarily – evidence of overly close professional or personal relations 
between experts and parties. Both the  Hall  and the MDL-926 proceedings took 
pains to screen the court-appointed experts against outright bias, but the methods 
chosen were far from identical. To identify suitable experts (ultimately, four in 
number) for the panel in  Hall , Judge Jones appointed a single special master, 
Dr Richard T. Jones, who was as it happens the judge’s cousin, but also a highly 
regarded emeritus professor of biological sciences at Oregon Health Sciences 
University.  33   Judge Pointer’s approach was considerably more measured and 
elaborate. He took over from a group of judges in New York the idea of appointing 
a  panel  of special masters to designate the MDL-926 expert panel. Six distin-
guished academic scientists and law professors, each carefully screened for 
possible hidden fi nancial interests in the case, eventually advised Judge Pointer on 
the selection of his four expert panellists. 

 To what extent did these processes actually guard against bias? One notes 
immediately that  cognitive  bias or interest apparently received less attention from 
both judges than possible pecuniary interests. The plaintiffs in  Hall , for example, 
argued that Judge Jones himself was a source of bias potentially overriding any 
efforts to secure the neutrality of his expert advisers. The judge’s wife had been 
satisfactorily fi tted with implants following cancer surgery in the late 1970s, a fact 
that Judge Jones acknowledged but did not see as suffi cient to warrant recusing 
himself:

  That doesn’t mean that I will admit all evidence as proffered or exclude all 
evidence as proffered. I will just look at whatever the state of the art is. And 
that keeps moving all the time, as we all know. But I did want to make that 
disclosure. And if that creates any problems for anybody, why that’s up to 
you. But I am not going to recuse myself on these cases because of that.  34     

 This public confession evidently secured the judge’s personal credibility, although 
his subsequent decision to exclude all of the plaintiffs’ evidence was widely seen 
as unorthodox, unprecedented and a likely overstepping of the admittedly fuzzy 
line between permissible judicial screening and impermissible judicial fact 
fi nding. 

 A more interesting issue of potential cognitive bias arises in connection with 
the divergent mapping of the relevant scientifi c fi elds by the two expert panels. 
The  Hall  panel included an epidemiologist, a rheumatologist, an immunologist-
toxicologist and eventually a polymer chemist;  35   the MDL-926 panel also covered 
the areas of epidemiology, rheumatology, immunology and toxicology, but not 
polymer chemistry.  36   Such differences in scientifi c coverage are not exactly 
unprecedented in the annals of evidentiary proceedings. Under the  Frye  rule, 
courts had frequently disagreed in identifying the ‘particular fi elds’ in which 
novel scientifi c evidence belonged. Could the reliability of polygraphy, for 
example, be adequately certifi ed by skilled polygraphers or was additional testi-
mony required from one or more scientifi c fi elds, such as neurology, psychiatry 
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and physiology?  37   No clear consensus ever emerged, and excessive scope for 
judicial boundary drawing came to be recognized as a weakness of  Frye . 

 Proceedings designed to establish defi nitive causal stories under  Daubert  give 
rise to similar dilemmas. The choice of experts and the fi elds they represent cannot 
be dismissed as merely incidental: it goes to the heart of what the fact fi nder views 
as contested or as taken for granted. The absence of a chemist on the MDL-926 
panel signalled, in effect, that questions about the chemical properties of silicone 
gel did not merit ‘neutral’ review. Yet a substantial part of the plaintiffs’ argument 
in  Hall  and other SGBI cases has centred on silicone chemistry, with analogies 
drawn between silicone gel and silica, a substance known to be associated 
with auto-immune diseases in exposed workers.  38   Were the two courts, we may 
ask, seeking to adjudicate the ‘same’ case through their differently constituted 
expert panels?  

  Framing choices: an ‘atypical’ disease? 
 That question resonates all the more forcefully when one considers the framing of 
the plaintiffs’ health claims in the two proceedings. Frustrated by epidemiological 
studies that found no signifi cant increase in CTDs among implant users, plaintiffs’ 
groups began to claim by the early 1990s that science was pursuing the wrong 
questions and therefore coming up with irrelevant answers. SGBIs, they contended, 
were not in the main associated with ‘classic’ CTDs, such as lupus and sclero-
derma, but with a more insidious and ill-defi ned set of ‘atypical connective tissue 
disorders’ (ACTDs). Included in this group were ailments that might refl ect disor-
ders of the immune system – chronic fatigue, headaches, hair loss, night sweats, 
swelling, joint pains – but that also occur with some frequency among women in 
ordinary life. Furthermore the cluster of conditions labelled ACTDs presents 
serious diffi culties for ‘objective’ medical diagnosis, since the primary evidence 
of these symptoms’ occurrence tends to be the reporting of them by victims. The 
imprecision of the conditions, together with their high background or ‘normal’ 
incidence, make ACTDs a particularly elusive target for epidemiological study. 

 Not surprisingly, important players in the SGBI cases have sought in various 
ways to establish – or disestablish – the claims of expert knowledge concerning 
ACTDs. Marcia Angell, the executive editor of  NEJM  and a vocal advocate of 
legal adherence to scientifi c standards, dismissed complaints of ‘atypical’ disease 
on the ground that they are impossible to pin down for purposes of scientifi c 
study:

  The problem of vague or shifting defi nitions of disease continues to plague 
the study of breast implants. When a study fails to fi nd an increased risk of 
certain diseases or symptoms in women with implants, adherents of the 
theory that implants cause disease are quick to suggest that the diseases in 
question are different. It is impossible to study whether something 
causes illness, however, unless the illness is clearly described. Otherwise, it 
cannot be consistently diagnosed and its relation to breast implants cannot be 
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examined. This sort of situation is what Karl Popper, the philosopher of 
science, had in mind when he said that a scientifi c hypothesis had to be 
‘falsifi able’ to be meaningful.  39     

 In terms of the expertise game, Angell’s strategy is to deconstruct ACTD claims 
as both unscientifi c (not ‘falsifi able’) and subjective (not backed up by profession-
ally accredited observation). ‘Scientifi c’, in her lexicon, is virtually synonymous 
with ‘epidemiological’, a position she articulated even more forcefully in an 
 amicus  brief, submitted jointly with  NEJM , to the US Supreme Court in an unre-
lated case,  General Electric Co.  v.  Joiner . The brief argued that general causation 
in toxic tort cases is a ‘necessary proxy’ for specifi c causation and can only be 
established through ‘observational epidemiological research’.  40   This move sought 
to accomplish three important goals at once: to elevate the scientifi c and profes-
sional standing of epidemiology; to render irrelevant the evidence on specifi c 
causation, including the less institutionalized, ‘new’ research on biological 
markers and bioplausibility favoured by plaintiffs;  41   and to move into quadrant 
4 of Figure 11.1 the results of self-reporting studies, such as a study of over 
400 000 women health professionals (Women’s Health Study) which did fi nd 
evidence of increased risk of CTDs and which, not surprisingly, has been exten-
sively cited by plaintiffs’ experts.  42   

 Angell’s moves to deconstruct ACTDs and elevate the status ‘observational 
epidemiology’ make perfect sense when seen against the backdrop of wider strug-
gles for authority in scientifi c medicine. The epidemiology that Angell defends, 
and for which  NEJM  serves as an authoritative mouthpiece, falls distinctly on the 
‘fastidious’ side of the ‘pragmatic-fastidious’ boundary that the sociologist of 
science Stephen Epstein identifi ed in his study of the politics of AIDS research.  43   
‘Fastidious’ science, as Epstein describes it, seeks clean study designs, with low 
ambiguity, in the hope of producing equally clean results; ‘pragmatic’ research, 
by contrast, is more willing to accommodate life’s ‘messy’ realities in study 
designs, with consequently less clearly interpretable results. As Epstein notes, 
moreover, these stylistic preferences are not random within medicine but refl ect 
deeper cleavages about the authority and status of ‘pure’ academic research as 
opposed to ‘messy’ clinical practice. The problem for claimants in toxic tort cases 
is that fastidious approaches are unlikely to detect many of the symptoms they 
complain of: increased incidence in diseases of ordinary life or diffuse syndromes, 
often lacking ‘objective’ markers, and attributable to the synergistic interaction of 
multiple, poorly understood risk factors. Starkly put, the very atypicality of the 
SGBI plaintiffs’ condition removes it from the investigative purview of ‘normal’ 
epidemiological science. 

 None of the participants in  Hall  explicitly challenged the concept of a single, 
universally applicable, gold standard for epidemiological research, although such 
an argument might well have benefi ted the plaintiffs. Instead the parties confronted 
the expert panel and the court with diametrically opposed visions of the nature, 
causes and scientifi c indicators of ACTDs. The defence argued, on the one hand, 
that claims concerning ACTDs were (as Angell also insisted) untested and 
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untestable; on the other hand, they cited acknowledged authorities such as FDA’s 
Kessler to support the position that there was no solid scientifi c evidence tying 
ACTDs to breast implants. The plaintiffs, by contrast, claimed that epidemiology 
was too blunt an instrument to establish a defi nitive relationship between 
silicone and ACTDs. They therefore presented collateral expertise with respect to 
biomarkers and other indicators of bioplausibility to shore up their causal 
argument (see below). 

 Judge Jones in the end affi rmed the defendants’ contention that ACTD was ‘at 
best an untested hypothesis’, overlooking in the process the more shaded 
assessment offered by his own epidemiology expert, Dr Merwyn Greenlick.  44   
Judge Pointer, cutting a different path, instructed the MDL-926 expert panel to 
consider the relationship between breast implants and both classic and atypical 
manifestations of connective tissue disease or immune system disorders; his order 
listed some 40 separate conditions whose possible link to silicone exposure the 
panel was asked to review.  

  Standards of admissibility 
 Players in the SGBI expertise game have diverged not only with respect to their 
framing of the central issues in the case but also in their representations of the 
standards governing admissibility. While ostensibly conforming to  Daubert ’s 
ruling precepts, plaintiffs and defendants in  Hall  offered the expert panel radically 
different readings of what the case means and how it bears on particular types of 
evidence. Generally the defendants sought to hold the plaintiffs’ experts to the 
relatively restrictive moves along the  objectivity  axis, whereas the plaintiffs 
embraced the more enabling moves along the  experience  axis also sanctioned by 
 Daubert . 

 The contrasts between the two strategies emerged clearly in the summation 
videotapes prepared by the two sides as part of their closing argument. The 
defendants’ presentation was shot through with references to both  Daubert  opin-
ions, whose criteria were invoked, separately and together, as defi nitive tests of 
scientifi c reliability. Mary Wells, the chemistry expert, opened her argument with 
a brief ‘sag demonstration’ to make visible the issue of ‘fi t’. Allowing the gel to 
sag out of an upturned jar, Wells contended that none of the plaintiffs’ evidence 
about silica was relevant because it did not concern the kind of substance actually 
used in implants. She quickly went on to list the  Daubert  criteria, including the 
‘prelitigation research’ criterion announced by the Ninth Circuit in  Daubert II . 
The plaintiffs’ evidence on silicone chemistry, Wells argued, failed to meet any of 
the criteria and hence was inadmissible. The fact that witnesses for the plaintiffs, 
specifi cally Chris Batich and Leonico Garrido, possessed apparently solid profes-
sional credentials was simply irrelevant: “The plaintiffs have not met their burden 
of proof to establish that the testimony of Dr. Batich or Dr. Garrido is scientifi c 
knowledge as required by  Daubert . The fact that a scientist wants to speak does 
not mean that the words he speaks are supported by science.’  45   Similarly Jane 
Thorpe, the epidemiology expert, adopted language from  Daubert II  in asserting, 
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‘Plaintiffs have failed to show in some objectively verifi able way that the experts 
have chosen a reliable scientifi c method and followed it faithfully. . . . Atypical 
disease is a label for non-disease.’  46   

 In his closing argument, Michael L. Williams, the chief trial attorney for the 
plaintiffs, tried for his part to avoid, through careful boundary work, the poten-
tially trumping effect of the negative epidemiological studies relied on by defend-
ants. He began by stressing the absence of research on the condition specifi cally 
complained of by the plaintiffs, that is,  atypical  CTDs. A review article by Kessler 
and other FDA scientists provided grist for his mill, especially the conclusion that 
‘research is also needed to further address the potential for a long-term association 
between silicone implants and rare or atypical connective tissue disease 
syndromes’.  47   Setting aside most of the available epidemiologic fi ndings as 
irrelevant (because focused only on ‘classic’ CTDs), statistically weak or fl awed, 
Williams created space for a wider range of expert testimony, including biomarker 
studies and studies of occupational exposure to silica. The existing epidemiology 
on ACTDs, his argument ran, provided enough indication of risk to take the 
plaintiffs’ case across the threshold of admissibility, but it was not dispositive on 
its own. Under these circumstances, any reasonable medical scientist would 
look to additional sources of information – animal studies, biomarker studies, 
occupational studies, clinical experience – and this was precisely what he asked 
the court to do. 

 Signifi cantly Williams neither mentioned  Daubert  by name nor invoked the 
criteria. This strategy comported well with the plaintiffs’ overarching goal of 
getting as many as possible experts, and their fi elds, accepted as both relevant and 
reliable. Williams wanted the court to take a holistic view of a large body of 
evidence, none of it compelling on its own, but all of it together conveying a tell-
tale impression of smoke, with smouldering fi res behind. Relying implicitly on 
 Daubert’s  injunction that admissibility decisions should be made on the basis of 
an expert’s methodology, not the expert’s conclusions, Williams showed from 
the record that panel members had found the plaintiffs’ experts to be reputable 
scientists using ordinary methods.  48   Another argument used to justify the intro-
duction of non-epidemiological evidence bordered on the equitable notion of 
estoppel. Williams asserted that pharmaceutical companies had not seen fi t before 
1991 to conduct clinical trials of silicone implants. They had based their claims 
about the safety of SGBIs on the very kinds of indirect evidence that they now 
sought to exclude from the courts. This was not fair. What had historically been 
the industry standard should now be the standard applied to the plaintiffs’ evidence 
as well. 

 Williams hereby sought to make the industry’s moral integrity and past behav-
iour part and parcel of the scientifi c admissibility determination. In less subtle 
ways, this was the same strategy that SGBI activist groups were following in fora 
other than the courts. A particularly splashy campaign was waged by the Command 
Trust Network (CTN), an information clearing house co-founded by former 
cancer patient Sybil N. Goldrich. CTN placed its advertisements in such highly 
visible locations as the Op-Ed page of the  New York Times . All of them carried in 
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bold letters the message, ‘Dow Corning Knew’, followed by varying graphic 
charges, such as ‘silicone breast implants rupture’, ‘silicone breast implants leak’ 
and ‘silicone compounds kill roaches’. The moral message was not lost on juries. 
On 18 August 1997, for example, a Louisiana jury found that Dow Corning had 
failed to test silicone properly for use in the human body and had misled a group 
of 1800 women about the health risks posed by the substance;  49   however, the 
dissolution of the Louisiana class action in December 1997 left the ultimate 
impact of this decision unclear.  

  Form and function 
 It should be noted, fi nally, that the moves in the expertise game are shaped in 
substantial part by the processes used to elicit expert advice and testimony. A 
deposition, a pretrial hearing, a panel review or an actual trial each offers distinc-
tive opportunities and constraints for the presentation of evidence. Differences in 
process between the expert panels in  Hall  and MDL-926, in particular, were 
signifi cant enough to have a detectable impact on each one’s assessment of the 
available evidence. As noted earlier, the four  Hall  panellists were selected by a 
single technical assistant to Oregon’s Judge Jones. More importantly, they were 
not court-appointed experts in the sense contemplated by Rule 706 of the Federal 
Rules of Evidence; instead Judge Jones elected to insulate them from testifying at 
trial and from possible cross-examination by designating them as technical 
advisers to the court. Once appointed, the panel operated like a kind of science 
court, asking questions of the parties’ witnesses and watching videotaped summa-
tions of the evidence. Only after they had written their reports to the court were 
the advisers questioned by counsel for the parties. All of the resulting records 
informed Judge Jones’s decision to exclude the plaintiffs’ expert evidence. 

 Larger in scope and possible impact, the MDL-926 process resembled in some 
respects more a regulatory proceeding than a science court. Judge Pointer, as we 
have seen, screened the prospective panel members with a sharper sense of public 
accountability than his counterpart in Oregon. The expert panel was formally 
appointed pursuant to Rule 706; its members therefore may be called upon to 
testify at trial, supplementing the testimony of the party experts. There was from 
the beginning a strong sense that, if the MDL-926 process ‘worked’, it could serve 
as a model for other mass tort cases. Consequently a more self-refl ective attitude 
prevailed than in the Oregon court; for instance, Judge Pointer collaborated with 
research staff at the Federal Judicial Center with an eye to creating an adequate 
documentary record of the proceedings. The multi-district expert panel met the 
parties’ experts in July 1997 in a three-day hearing in Birmingham, Alabama. 
Borrowing directly from the regulatory model, the panel also held a shorter 
hearing with unaffi liated scientists in Washington, DC in November 1997. In 
keeping with its potential policy-steering role, the panel was asked to comment 
not only on the possible causal connection between SGBIs and auto-immune 
disease, but also on whether opinions contrary to its conclusions could be viewed 
as ‘legitimate and responsible disagreement’ within the profession.  50   
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 While it is still too early to evaluate the full impact of these procedural choices, 
it is safe to conclude that they did infl uence the parties’ strategic options. Judge 
Pointer evidently took pains to emulate the non-adversarial format of many regu-
latory hearings.  51   His objective, presumably, was to promote a dispassionate but 
thorough airing of confl icting viewpoints, with as little lawyerly grandstanding as 
possible. The summation videos in  Hall , by contrast, encouraged partisan repre-
sentations and were designed, particularly on the defendants’ side, to take advan-
tage of the visual medium. Williams, presenting the plaintiffs’ case, maintained a 
low-key, almost professorial demeanour, but (as described above) he used the 
opportunity to impugn the integrity of the industry position. The defence engaged 
in more obvious stage management, from the choice of tough-talking, severely 
attired women to make the case for implant manufacturers, to a television clip of 
Commissioner Kessler denying, in a February 1996 interview on  Frontline , that 
there was any evidence supporting the association between silicone and typical or 
atypical connective tissue diseases. The defendants’ epidemiology presentation 
closed dramatically, with a damaging quotation from one of the plaintiffs’ own 
experts, Dr Goldsmith, whose disembodied words commanded, for several 
seconds, both the viewer’s attention and the video screen: ‘At the moment, I must 
suggest to you that the evidence looks to me as if it’s just that, that it’s a possi-
bility, and I would have to characterize it as less than 50 per cent. That would be 
where I am at the moment.’  52    

  Conclusion 
 The SGBI example highlights a very general conclusion about the nature of exper-
tise in the American legal system: what counts as legitimate expertise for purposes 
of the law is not determined by means of unambiguous rules applied impartially 
and without variance by solomonic judges. Expertise, rather, is the product of a 
dynamic process that actively engages a multiplicity of legal actors in constructing, 
validating and certifying particular knowledge claims as more authoritative than 
others. On the game board of expertise, players can marshall a complex array of 
resources – material, discursive, social and moral – in support of their moves to 
highlight some viewpoints as more knowledgeable than others. Credibility can be 
gained, most commonly, through moves that seek to professionalize and objectify 
the assertions of expert witnesses. Correspondingly doubt can be sown and trust 
undermined through moves that emphasize possible subjectivity and bias in the 
expert’s position. The spaces in which the expertise game is played extend, more-
over, well beyond the confi nes of particular lawsuits, into the more public worlds 
of television, books, newspapers, public lectures, the Internet, regulatory politics 
and even unrelated litigation. 

 Through a comparison of two expert advisory proceedings, in  Hall  v.  Baxter  
and the federal multi-district litigation, we have seen further that  Daubert , far 
from bringing uniformity to evidence law, has opened up wide new avenues for 
the exercise of judicial discretion. The gatekeeping power that judges enjoy in the 
post- Daubert  era allows them considerable latitude to shape the moves made by 
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other players in the expertise game and to decide, fi nally, whose moves to 
countenance as credible or authoritative. Subjective judicial preferences govern in 
important ways the process of selecting experts, the framing of relevant 
evidentiary issues, the choice of applicable scientifi c standards and the procedural 
framework for soliciting expert evidence. While the parties and their experts also 
retain independent agency, their moves are controlled to varying degrees by the 
presiding judge’s prior commitments concerning science and expertise. As a 
result, courts are no more likely to achieve impartiality in interpreting  Daubert  
than they were in construing its forerunner,  Frye . Indeed the SGBI case suggests 
that, instead of imbuing judges with a deeper appreciation of what makes science 
‘scientifi c’,  Daubert  has merely provided a powerful new set of rhetorical 
resources for masking the unexamined assumptions of courts, litigants and even 
experts. 

 If expertise is contingently and strategically constructed within the confi nes of 
specifi c legal disputes and, worse yet, if it incorporates the biases and prejudices 
of presiding judges, where does this leave the legal system’s search for reliable 
expert knowledge? Are all demarcation efforts doomed to failure, with  Daubert  
representing only the latest misguided initiative to separate, once for all, scientifi c 
fact from fraud and fantasy? The model of the expertise game seems at fi rst to 
offer only discouraging answers, for it stresses the malleability of expertise, the 
role of agency and artifi ce in representing expert knowledge and the inevitable 
tie-ins between cognitive and normative realities. There is, however, a more opti-
mistic way to read  Daubert  in the light of the proposed model: not as a hopelessly 
idealized, and unworkable, formula for truth fi nding, but as an invitation to refl ect 
on and make transparent the foundations of expert credibility. A lawsuit involving 
scientifi c evidence becomes, under this reading, an occasion for the ‘fact fi nder’ 
to choose between alternative frameworks of justifi cation. To the extent that a 
relativizing model for looking at expertise lays bare the moves underlying expert 
claims and positions, it can only facilitate the task of comparison. 

 Justice, it is said, should not only be done but be seen to be done in liberal soci-
eties. Courts are important fora for the ritual and public affi rmation of a polity’s 
commitment to truth and moral order. Increasingly, as well, courts are being 
enrolled as agents of civic education in societies in which ordinary citizens live 
most of their lives comfortably detached from the complex machinery of scientifi c 
and technological production.  53    Daubert  bestowed on judges the power to make 
some of this backstage apparatus more visible in the wake of technological fail-
ures, by requiring litigants to display to others the foundations of their supposed 
expert knowledge. Unavoidably, however, as the SGBI cases illustrate, judges 
themselves both set the scene and act upon the stages prepared for the litigants’ 
expert contests. For courts to lose sight of their own role in the expertise game – to 
be seduced into mistaking the play for objective reality – remains the greatest 
threat to justice.   
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                 12 The eye of everyman 
 Witnessing DNA in the Simpson trial  *     

     The trials of OJ Simpson began and ended in a trail of blood. From 24 January to 
2 October 1995,  1   the former star athlete and media personality was tried for the 
double murder of his wife, Nicole Brown Simpson and her friend Ronald Goldman. 
Just a year after his sensational acquittal, in October 1995, he became the defendant 
in a civil suit initiated by the victims’ relatives. On 4 February 1997, in an equally 
stunning reversal, he was found liable for having caused the deaths of Goldman 
and Nicole Simpson. Goldman’s family was awarded $8.5 million in compensa-
tory damages; days later, Simpson was assessed an additional $25 million in puni-
tive damages. Blood evidence, presented both verbally and visually, played a 
crucial rôle in both trials, but it was received with greater scepticism by the jury 
in the criminal trial. Put differently, the prosecution failed in the criminal proceed-
ings to ‘black-box’ the DNA evidence in such a way as to eliminate its interpretive 
fl exibility; accordingly, the jury was able to dismiss as insuffi cient the ‘DNA 
fi ngerprints’ that allegedly linked Simpson to the crime scene. Science’s ‘immu-
table mobiles’ did not in this case succeed in persuading an audience of non-
scientists.  2   In exploring why, I shall argue that, for scientifi c evidence to carry 
weight in the courtroom, not only the inscriptions shown to the jury, but the eye 
that frames them, must be certifi ed as authoritative. The judge’s rôle in creating 
and sustaining such privileged visual positions is the central topic of this paper. 

 The prosecution’s opening argument in the criminal trial explained how the 
victims’ blood was carried from the site of the murders to Simpson’s Brentwood 
estate, fi rst on bloody footprints, then on the door and fl oor of the white Bronco, 
then on bloodstained gloves and socks, drop by drop right into the accused’s own 
bedroom. Supported by masses of physical evidence, and given both readable 
form and personal identity through DNA analysis,  3   the blood seemed almost to 
acquire a life of its own, with the power to speak for the two victims whose voices 
had been so cruelly silenced. Yet, shockingly to many observers, the jury acquitted 
Simpson at the end of a nine-month trial, after less than four hours of deliberation. 
Ironically, it was not so much the science of DNA typing as Simpson’s sartorial 
vanity that led another jury, little more than a year later, to fi nd him liable for 
having caused the deaths. The most incriminating piece of evidence in the civil 
trial consisted of thirty pictures of Simpson shot by a freelance photographer at a 
1993 football game. They showed the defendant wearing the rare, size-12 Bruno 
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Magli shoes that he had once disparaged as ‘ugly-ass’, and fi rmly denied owning. 
Between 1991 and 1993, only 299 pairs of that particular model had been sold in 
the United States.  4   One pair helped clinch Simpson’s guilt more effectively than 
all the DNA evidence in the earlier trial.  

  A failure of translation 
 For many months, from the grisly murders on 12 June 1994 to the ‘not guilty’ 
verdict on 2 October 1995, Simpson’s fate was thought to hinge on ‘DNA fi nger-
printing’ (more formally known as ‘DNA typing’), a supposedly unerring method 
of identifying people on the basis of unique patterns in their genetic material.  5   
Barely contested when it was fi rst introduced into American courts, DNA evidence 
became increasingly controversial following  People v. Castro ,  6   a 1989 decision 
by a New York trial court which ruled that the test’s reliability had not as yet been 
adequately established. That decision sent both scientifi c and law-enforcement 
institutions scrambling to close down any further questions about this invaluable 
forensic technique, and to ensure its unproblematic acceptance by the courts. The 
Offi ce of Technology Assessment, an advisory body to the US Congress, reviewed 
the scientifi c and legal status of DNA typing in 1990.  7   The National Research 
Council (NRC), the policy arm of the National Academy of Sciences and the 
nation’s most respected source of science advice, studied the technique in 1992; 
when some of its recommendations were challenged, the NRC convened a second 
committee to produce a more authoritative follow-up report.  8   The Federal Bureau 
of Investigation (FBI) launched an immense effort to standardize the procedures 
for collecting and analyzing DNA samples from crime scenes. Meanwhile, as 
several papers in this Special Issue show, a rapidly expanding array of private 
DNA-testing companies hastened to develop reliable systems of peer review and 
profi ciency testing.  9   In 1994, the Federal Judicial Center attempted to systematize 
the response of judges to this still novel technique: one section of the FJC’s refer-
ence manual on scientifi c evidence instructed the judiciary how to ask meaningful 
questions about DNA typing.  10   

 Despite these energetic efforts, closure proved elusive. Both prosecution and 
defense lawyers in the Simpson case, for example, recognized the still-fl uid char-
acter of DNA evidence, and rushed to line up allies for their particular interpreta-
tions.  11   Charismatic trial lawyers and law professors, well-established DNA-testing 
fi rms, staid professionals from state crime laboratories, and even a fl amboyant 
Nobel Laureate scientist,  12   formed a star-studded instructional team for ‘the most 
detailed course in molecular genetics ever taught to the US people’.  13   The prose-
cution, along with the majority of white Americans, seemed to accept the DNA 
evidence as conclusive proof of Simpson’s guilt, forgetting in the process that 
‘blood doesn’t talk – people do’.  14   The defense brilliantly aimed its attack on 
people rather than inanimate inscriptions,  15   charging the criminalists from the 
troubled Los Angeles Police Department (LAPD) with every kind of deviance, 
from inconsistency, carelessness and sloppy practice to racially motivated miscon-
duct. By the trial’s end, the ‘mountain of evidence’,  16   which prosecutors once had 
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hoped would convict Simpson, had crumbled into an unimpressive, and unpersua-
sive, molehill. 

 The causes of this collapse merit careful analysis because its implications reach 
far beyond the immediate issue of Simpson’s guilt or innocence. Was the fi rst 
Simpson trial, as some have claimed, a truly singular event – unique in its blending 
of race relations, wealth, sexual jealousy, Hollywood glamour, media attention 
and the contingencies of local politics  17   – from which no general conclusions can 
be drawn about legal processes or the public understanding of science? Did the 
prosecution make a simple but fatal blunder in failing to reckon with the Amer-
ican public’s fabled ‘scientifi c illiteracy’? Were the lay jurors simply unable to 
absorb such complex technical data? Alternatively, if comprehension was not the 
decisive issue, then why did the jury in the criminal trial give so little credence to 
the testimony of prosecution experts?  18   Could the DNA-test results have been 
represented in ways that would have commanded the jury’s trust? And do the 
answers point toward a wider need for law reform, especially in procedures for 
presenting and evaluating expert testimony? 

 To begin addressing these questions, we must situate the fi rst Simpson verdict 
in terms that are more familiar to science studies, and to social analysis more 
broadly, than to legal inquiry: that is, as a display of radical disbelief in a story that 
sought centrally to exploit the authority of science.  19   Conventional legal scholar-
ship, with its deep-rooted commitment to the existence of objective facts,  20   offers 
relatively few resources for understanding what makes, or unmakes, the credi-
bility of scientifi c evidence in the courtroom. Underlying the law’s general rules 
for evaluating expert evidence is a barely concealed sociology of error – or, 
perhaps more properly, diverse  sociologies  of error. Evidence ceases to be accept-
able in the eyes of the law when it is contaminated by preventable technical or 
moral failings – for example, a break in the chain of custody, unethical behaviour 
by a lawyer, dishonesty on the part of an expert witness or reliance on fl awed 
science. The possibility of more radical contingency in the production of evidence 
lies outside the normal scope of legal analysis and self-awareness. 

 The dynamics of litigation are partly to blame, since they do much to obscure 
the complexity of the translations by which samples, artifacts, recordings or 
pictures become evidence.  21   Offering parties have little interest in presenting their 
technical evidence in a light that could increase the other side’s scepticism. It is 
safer by far to treat evidence as the product of a few simple, black-boxed opera-
tions whose integrity can be defended according to the conventions of the legal 
game. Thus, for physical evidence, the notion of the ‘chain of custody’ transports 
the crime scene to the courtroom through a supposedly unbroken series of phys-
ical moves. For scientifi c evidence, the person of the expert witness contains, and 
in effect conceals, much of the behind-the-scenes work of translation, from the 
investigative site through the forensic laboratory into testimony at trial. When 
these simplifying mechanisms function as intended, the microcosms of crime and 
court are brought into apparently perfect alignment – as parallel universes whose 
actions mimic one another exactly, albeit at a temporal remove and in different 
styles and languages. In this way, admissible evidence transforms the events of 
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the world outside into a courtroom re-enactment through a kind of artifi ce that 
claims at the same time the power of accurate representation. 

 For most legal practitioners, language is still the primary medium of translation 
between reality and its representation in litigation.  22   The facts of science are trans-
ported into the minds of judges and juries through language, strategically deployed 
– language codifi ed into rules of admissibility, dramatically confi gured into 
opening and closing arguments, professionally packaged as expert testimony, and 
deconstructed through skilful cross-examination. Yet the courtroom is quintes-
sentially also a theatre in which things are not only related but also shown in order 
to compel belief.  23   Visualization, no less than verbalization, is one of the tech-
niques by which scientifi c evidence achieves credibility – and so gains, for 
purposes of legal decisionmaking, the status of fact. Nevertheless, processes for 
creating, or debunking, visual evidence have received surprisingly little attention 
in legal analysis, even though verbal testimony is in practice very frequently 
accompanied by visual supports. 

 In seeking to manage the interpretive fl exibility of facts, the law of evidence has 
focused fi rst and foremost on various rules and principles, such as the so-called 
exclusionary rule,  24   or the rules of admissibility,  25   by which judges can screen the 
parties’ proffered accounts to make sure they are not blatantly fl awed or untrue. 
There is a tacit assumption that evidence which is not defective in these ways 
provides a more or less accurate mirror of reality. In practice, of course, scientifi c 
evidence is a far more complex production that necessarily draws on a wide range 
of social and cultural resources – such as the persuasive power of inscriptions (in 
our case, ‘DNA fi ngerprints’) in western societies, the authority of professional 
codes and standards, and judges’ and juries’ commonsense understandings of 
science. This incorporation of tacit cultural norms into the manufacture of cred-
ible evidence deserves more extensive scholarly attention.  26   

 In this paper, I address the general problem of the authority of science in the 
courtroom through an examination of what is involved in making DNA evidence 
convincing to lay fact-fi nders. DNA typing is particularly interesting in this regard 
because, unlike much other forensic evidence, it rests on relatively secure theo-
retical foundations (contrast, for example, the cases of lie detectors and ‘clinical 
ecology’  27  ) and yet it has become highly controversial. The question of vision is 
crucial to my inquiry. What is it that judges and jurors see when they look at DNA 
evidence, and what makes their visual experience similar to or different from that 
of experts? I take it as axiomatic that neither belief nor disbelief in the reliability 
of DNA evidence should be privileged in probing the reasons for divergent assess-
ments of its credibility.  28   I also follow recent trends in the study of visual repre-
sentations in assuming no preordained hierarchical relationship between expert 
and lay perceptions of scientifi c images and inscriptions: what interests me instead 
is how each viewpoint may be constitutive of the other.  29   Drawing on transcripts 
and opinions from US legal cases involving DNA testimony, I suggest that seeing 
is an essential precondition for believing, but that the right to see is itself in dispute 
when science comes under legal scrutiny. To establish a privileged point of view 
with respect to scientifi c facts, confl icts must be resolved between divergent visual 
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representations of the evidence, between direct and ‘virtual’ witnessing,  30   and 
between lay and professional vision.  31   Who resolves such disputes and by what 
rules, emerge therefore as substantial questions for the legal process.  

  Bloodstains and signature prints 
 In a pre-technological era, blood, it was thought, spoke directly to people, telling 
with unambiguous signs, sometimes even in plain speech, of deeds of infamy. 
Reminders of that simple belief survive in our cultural heritage, preserved in the 
resin of literary creativity. Lady Macbeth still walks the stage trying to wash the 
imagined blood of murdered Duncan from her hands, bloodstains so stubborn that 
one touch of them will change the colour of the sea, ‘making the green one red’. 
The anxious mother in the Grimms’ folktale,  The Goose Girl , gives to her daughter 
at parting a white handkerchief into which she has let fall three drops of blood from 
her own fi nger. When the poor girl is forced by her wicked maid to dismount from 
her horse and drink from a stream, the drops of blood call out to her: ‘If this your 
mother knew, her heart would break in two’. In the Rajput legend of Siladitya, the 
hero’s young queen is embroidering a turban of the fi nest silk for her husband to 
wear on his return from war. She pricks her fi nger and a drop of blood falls on the 
precious work. When she tries to wash it off, the drop spreads through the entire 
fabric, red stain on green silk, warning her that the husband she loves is dead. 

 But ours is an age of scientifi c enchantment. Blood, along with other bodily 
fl uids and tissues, still speaks with authority, but only through the miraculous 
translations wrought by science and technology. DNA typing is one such miracle, 
and its unprecedented power to establish the truth is reiterated almost as a refrain 
whenever people have occasion to talk about its use in law enforcement. Mr 
Justice Orton, the British trial judge in  Regina v. Pitchfork , the fi rst murder case 
to use DNA evidence, introduced the theme of inevitability that soon became part 
of the technique’s mystique: ‘The rapes and murders were of a particularly sadistic 
kind. And if it wasn’t for DNA you might still be at large today’.  32   Publicity 
literature for Cellmark Diagnostics, the private fi rm that carried out some of the 
DNA analysis for the LAPD in the Simpson case, boldly announces: ‘It is nature’s 
perfect identity test. No other test can give such certainty’. According to an article 
in  Nature , DNA typing is ‘perhaps the greatest advance in forensic science since 
the development of ordinary fi ngerprints in 1892’.  33   New York State’s director of 
criminal justice observes with more becoming, or prudent, circumspection: ‘DNA 
is an extremely powerful tool that enhances the truth-fi nding function of the crim-
inal justice system’.  34   

 So effortless is the translation from guilty blood to signature prints in these 
popular tellings, that the abbreviation ‘DNA’ comes to stand, by a potent rhetor-
ical economy, for the entire complex of mediations that lie between: note, for 
instance, the statements above by Justice Orton and the New York state offi cial, 
representing DNA as a free agent. Yet the metonymic genius of language that 
converts ‘DNA’ into a stark signifi er of truth suppresses a world of social activity. 
Simply collecting samples can pose enormous problems of police work when 
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crimes are committed by strangers. To identify the rapist-murderer Colin Pitch-
fork by means of DNA typing, the Leicestershire police had to analyze blood 
samples from some 2000 young male ‘volunteers’, aged 17–34, at a cost of about 
$250 (£160) for each analysis.  35   The sheer scale of the enterprise was staggering 
by comparison with routine forensic and medical testing. The novelist Joseph 
Wambaugh gives a memorable if highly coloured account:

  They were drowning in blood. There were vials on every shelf. The freezers 
were full of it. There was more young British blood fl owing in Leicestershire 
than had been spilled at the Somme.  36     

 Especially ironic in the light of Justice Orton’s sentencing homily is that none of 
the heroic effort spent on DNA sampling succeeded directly in fi ngering the 
murderer. Pitchfork had persuaded a reluctant friend (he, too, was a ‘volunteer’, 
but marching to a renegade drummer) to give blood in his place. Only when the 
friend confessed the substitution was Pitchfork identifi ed as the principal suspect: 
DNA evidence then served to confi rm the identifi cation.  

  ‘You can’t see molecules’ 
 Refl ecting on the production of evidence in court cases, we recognize that legal 
practitioners, no less than scientists, are professional fact-makers, who weave 
objects, images, and rhetoric into narratives designed to compel assent from their 
intended audiences. Just as experimental scientists use words and inscriptions to 
project the social space of their laboratories to distant witnesses, so legal advo-
cates seek to transport the crime scene into the courtroom, making it real for 
viewers removed in time and place from the original events.  37   Legal argumenta-
tion, like reports of scientifi c experiments, appeals to an audience’s powers of 
 seeing  the evidence, as well as reasoning from what is said about it. Visualization 
in the theatres of both science and law is governed by standardized professional 
practices, specialist discourses, and particular interpretive conventions. In both 
kinds of claims-making, facticity (or truth) is established only when the desig-
nated audience believes what is signifi ed by the proffered representation. 

 But while displays of evidence within scientifi c communities may typically 
conform to mutually understood rules of representation (both graphic and 
linguistic),  38   lawyers and their expert witnesses perform before audiences who 
have not been trained to see reality in similar ways. As a result, the presentation 
of scientifi c evidence, and the training of the judge or jury to see it as scientists 
themselves do, proceed simultaneously in legal settings. Human eyesight, 
however, is not so easily disciplined to see the ‘same thing’ in the same way, even 
when the spectacle is directly accessible to the naked eye.  39   Scientifi c inscriptions, 
moreover, pose distinctive problems for non-specialist vision. They are highly 
mediated artifacts, often seen only with the aid of instruments (telescopes, 
 gravity-wave detectors, electron microscopes, modelling software and, in DNA 
analysis, electrically charged gels) that confer a monopoly of vision on those who 
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know how to use them.  40   It takes skill and resources to master the relevant instru-
mentation, and yet more resources to extend the monopoly so gained outward 
from the locus of scientifi c activity – the fi eld study, clinical trial or lab group – to 
wider communities of ‘virtual witnesses’. Yet, as Steven Shapin and Simon 
Schaffer have elegantly argued,  41   precisely such extension beyond an immediate 
circle of observers is needed to transform scientifi c claims into matters of fact. 
And the distant, peripheral witnesses retain, in principle, the right to rebel against 
the metropoles of science, its ‘centres of calculation’,  42   by reasserting their own 
undisciplined and individualized vision. 

 In legal contests over scientifi c evidence, the superiority of the expert’s trained 
and mediated vision over the lay fact-fi nder’s unmediated witnessing needs to be 
formally established; it can never be taken for granted. Sometimes, an image or 
inscription presented in court is so direct and unambiguous that assent is willingly 
given to the story it tells, without need of further instruction. In an X-ray photo-
graph, the pair of surgical scissors carelessly left inside the patient’s body is 
visible to all, a perfect translation. There is even a legal doctrine that acknowl-
edges the complete, self-contained nature of such visual demonstrations:  res ipsa 
loquitur  (the thing speaks for itself).  43   Ordinary fi ngerprints have come to be 
accepted in this way, as universally recognized signifi ers of truth,  44   although they 
are the products of specialized, continually changing and potentially contestable 
instrumentation and technical practices. Even the interpretation of fi ngerprints, as 
Simon Cole shows in his paper in this Special Issue,  45   has long been the province 
of licensed, professional skill. 

 In sharp contrast with these examples, courtroom exchanges concerning the reli-
ability of DNA typing reveal, especially in early cases, a far from taken-for-granted 
relationship between expert claims and their reception by lay observers. The ques-
tions posed by judges and lawyers exhibit deep scepticism about the experts’ 
capacity to see authoritatively what is denied to other people’s senses. The expert 
witness and the examining lawyer collaborate to instruct, cajole, and rhetorically 
retrain the fact-fi nder’s eyesight, with greater or lesser success, to ‘see’ DNA and 
so, by a metonymic transfer of meaning, to perceive the truth whole. 

 The theme of DNA’s visibility was broached in  Andrews  v.  State of Florida ,  46   
the fi rst US criminal trial to rely on identifi cation by DNA typing. A prosecution 
witness (‘ A ’ in the following extract) was questioned by the defense lawyer (‘ Q ’), 
who expressed the naïve scepticism of untrained seeing. In this exchange, the 
lawyer seeks perhaps to impart to the jury some of his own resistance to seeing 
eye-to-eye with the expert:

   A : Generally, you would examine pieces of DNA that would be in the range of 
one thousand to ten thousand units in chain length. That’s a rough approxi-
mation. Because you could look at one slightly bigger or slightly smaller. 

  Q : Not knowing what a unit is, I am still trying to get this down into something 
a lay person could try to fathom. 

  A : All right. I tell you what. That one cell in your fi nger, if you take all the DNA 
of that one cell out, it would be about nine foot long. 
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  Q : If you could stretch it out? 
  A : If you could stretch it out, it would be about nine foot long. Does that 

help you? 
  Q : It would be pretty thin, though, wouldn’t it? 
  A : Yeah. But if you were – yeah. If you then were to cut it up into little bits, each 

one would have a specifi c discrete length you would measure with a real 
small ruler. 

  Q : Just the cell that we are talking about, in order to be able to see that, would 
require magnifi cation under a microscope of what kind of magnifi cation just 
to see the cell, itself? 

  A : Depends on how much detail you’d like to see. Couple, hundred fold, you 
would start to see some pretty good detail.  47     

 In another case,  State of New Jersey v. Williams ,  48   it was the presiding judge 
who crossed sights with the expert witness, asking for a persuasive explanation of 
what it means, in terms of common, non-expert experiences of seeing, to ‘amplify’ 
DNA fragments through polymerase chain reaction (PCR):  49  

   The Court:  Now when you say – when you reduce it to its pure form, it is 
about a drop. 

  The Witness:  Well, one has about a drop of fl uid. Now – 
  The Court:  Of pure DNA? 
  The Witness:  No, no, no. No, no, no. This is, perhaps, the thing that is confusing 

the Court. The Court apparently has the idea that you can see 
molecules. 

    You can’t see molecules. But you can test for their consequence. 
You simply – one has the idea that you have one of these cocktails. 
You have one of these cocktails and there is a lid on this thing. A 
little cap and that’s probably about one hundred times larger than 
what we have. We have this fl uid here and we stick it in a thermal 
cycler and after 30 or 40 cycles the stuff comes fuming out and all 
of a sudden your laboratory is taken over by these DNA molecules. 
That’s not what we are talking about here, Judge. It is not like – it 
is not like in one of these things you see in science fi ction movies. 

  The Court:  You are telling me whatever it is that is in this tube you could 
amplify it millions and billions of times. But when I look at what 
is inside that tube it looks like the same volume.  50     

 ‘You can’t see molecules. But you can test for their consequence.’ Could one 
ask for a more concise or compelling statement of the metaphysics of modern 
science as it pursues things unattempted yet by the unaided eye? Yet in legal 
settings, as indeed in any wider arena where scientifi c fi ndings entail normative as 
well as epistemological consequence, it is essential to enroll the possessors of 
common vision into seeing the same truths that scientists see with their enhanced 
capacity for sight.  51   The expert in  Williams  is intensely aware of this obligation as 
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he delves into his repertoire of culturally authorized imaginative resources to pull 
the judge into his way of seeing things. Shared social myths about the nature of 
science (‘science fi ction movies’) form part of this repertoire, as do shared under-
standings about lawyering: a moment after the foregoing exchange, the expert 
says to the judge, speaking of the fl uid amplifi ed by the PCR process: ‘It is a fairly 
simple cocktail. It is simpler than many drinks I have seen lawyers make for 
themselves’.  52   The lines of vision intersect again, as the expert appeals to 
another common cultural resource – the mixing of cocktails – to explain the trans-
lation of blood to DNA. It is from such dense cross-hatchings of lay and expert, 
communal and esoteric, vulgar and initiated – in short, immediate as well as medi-
ated – witnessing that credibility is constituted in legal contests over scientifi c 
evidence.  

  Framing vision, constructing expertise 
 Scientifi c testimony presents particular challenges for adjudication because courts 
are reluctant to assert with respect to scientifi c fact-fi nding the same unconstrained 
sovereignty that they assume with respect to all other kinds of facts. The legal 
community has long taken for granted that the demarcation between reliable and 
unreliable scientifi c viewpoints is established in important part outside the purview 
of the law and can be unproblematically imported into legal proceedings. This 
assumption underlies the calls by conservative law reformers to eliminate ‘junk 
science’ (the unreliable offerings of untrustworthy experts) from the courtroom 
and to replace it with ‘mainstream science’.  53   Rules governing the admissibility of 
scientifi c evidence also assume that the demarcation between genuine and spurious 
expertise is already there for judges to fi nd. Judges are seen as ‘gatekeepers’, 
because they have the power to let in the reliable testimony and shut the gate 
against mere pretence. Thus the 1923 federal appeals court decision in  Frye v. 
United States  announced the ‘general acceptance’ test of admissibility.  54   The 
ruling instructed judges to discover, in effect, which scientifi c views were gener-
ally accepted and which were not; evidence that failed the acceptability test was 
not admissible. 

 Of course, the so-called  Frye  rule proved easier to conceptualize than to apply 
in practice. Courts soon found themselves in disarray, disagreeing on how many 
experts were needed for  general  acceptance, and whether novel offers of scientifi c 
and technical proof, such as radar detection devices to establish speeding viola-
tions, voice-prints to prove a speaker’s identity, or the statistical analysis of literary 
style (stylometry) to establish authorship, were generally accepted.  55   Legal 
commentators attributed the disconcertingly divergent results to judicial ‘incon-
sistency’, and asked for clearer rules to enable judges to discern more reliably just 
where authentic claims shade off into the grey zone of unacceptability. The 1993 
decision in  Daubert v. Merrell Dow Pharmaceuticals, Inc.  was the answer offered 
by the nation’s highest court.  56    Daubert  replaced  Frye  with the injunction that 
evidence should be scientifi cally reliable and relevant in order to be admitted. 
Reliability, the Court further opined, should be decided according to criteria used 
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by scientists themselves. For starters, the Court offered four non-exclusive criteria: 
does the evidence rest on a tested and falsifi able theory or technique; has the 
underlying science been peer-reviewed; what is the technique’s error rate; and is 
it generally accepted?  57   

 By looking to externally certifi ed demarcation criteria, the  Frye–Daubert  
approach chose to overlook the court’s own contingent and case-specifi c rôle in 
establishing the preconditions of credibility. Judges, as I have suggested in earlier 
writing,  58   do not so much  fi nd  as actively participate in  creating  the dividing lines 
between appropriate and inappropriate offers of expertise. They do so by selec-
tively privileging some expert viewpoints over others, by creating new hierarchies 
as needed among classes of potentially credible experts (thus, ‘scientists’ may be 
more highly ranked than ‘technicians’, ‘treating physicians’ than epidemiologists, 
epidemiologists than toxicologists, and so on). At the limits, they may exclude 
some experts altogether, or appoint their own experts to provide more neutral 
scientifi c accounts than those presented by the parties’ experts. 

 Less blatantly, though no less infl uentially, judges also import into demarcation 
decisions their own submerged understandings of the methods of science. Lay 
perceptions of how science works constitute in this way the template against 
which courts measure the acceptability of expertise. For illustration, let us turn to 
a California drunk-driving trial involving a police practice known as ‘horizontal 
gaze nystagmus’ – a ‘fi eld test’ in which inspection of the suspect’s eyeball move-
ments (a most literal form of ‘eyeballing’) provides an index of drunkenness or 
sobriety. The California judge excluded the evidence, ruling that the adminis-
tering police offi cer could not be credited either as a lay witness (his vision was 
too experienced for that designation) or as an expert (his vision was not properly 
disciplined by the scientifi c method).  59   To count as expert, the court indicated, the 
offi cer’s vision should have been mediated by recognized scientifi c practices, 
such as instrumentation or quantifi cation. We return again to the issue of authori-
tative vision. At the heart of the US legal system’s often agonized inquiries into 
the admissibility of expert knowledge is still the recurring question: ‘Whose sight 
can we trust, if not our own?’. 

 In a perceptive analysis of the infamous Rodney King case, the anthropologist 
Charles Goodwin observes that visual evidence acquires special power when it is 
certifi ed as ‘professional vision’. Raw observation, he suggests, is often meaning-
less unless it can be disciplined into particular ‘socially organized ways of seeing 
and understanding events that are answerable to the distinctive interests of a 
particular social group’.  60   Goodwin calls attention to three discursive practices – 
coding, highlighting, and producing and articulating material representations – 
that lawyers and expert witnesses use to impose meaning on a jumbled mass of 
visual impressions. In the trial of King’s assailants, a murky videotape of the 
beating was translated into two confl icting narratives, an uncoded lay version and 
a coded professional version offered by Sergeant Charles Duke, a member of the 
LAPD but also an expert on police practice. In the victim’s (lay) rendition, the 
tape displayed a single, continuous action, depicting a helpless, unresisting 
African-American man being viciously beaten by a gang of white attackers. In 
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Duke’s (professional) version, the scene was analytically fragmented into a 
sequence of disjointed mini-events, in which the jerky movements of the victim’s 
separate body parts offered to trained police offi cers the rationale for new ‘assess-
ment periods’, ‘escalations of force’ and strategically directed ‘kicks’ and 
‘blows’.  61   Goodwin concludes, following Foucault,  62   that the power to engage in 
professional speech, and so to constrain the fact-fi nder’s vision, is unevenly 
distributed across society. This imbalance makes it extremely diffi cult for those 
lacking the resource of professionalism to represent their points of view as 
rational, credible or true. 

 Convincing as Goodwin is in deconstructing the expert testimony on Rodney 
King’s beating, he underestimates the contingency of courtroom demarcations 
between lay and professional vision. Legal inquiry has the power to redefi ne the 
very parameters of professionalism from one case to another. Perhaps the most 
interesting feature of the King trial, in the light of Goodwin’s analysis, was the 
court’s willingness to admit Duke as an expert on police brutality, an issue that 
could as easily have been left as a matter for lay determination. How did Duke, an 
LAPD offi cer, lay claim to such expertise? By contrast, in the California decision 
on ‘horizontal gaze nystagmus’, expert status was denied to the police offi cer who 
claimed to ‘see’ a driver’s alleged inebriation with specially authorized, profes-
sional sight; courts in other states have decided the same issue differently. The 
credibility of professional observation was constituted within the confi nes of the 
trial itself, with the judge acting less as gatekeeper than as lexicographer, or 
defi ner, of ‘expertise’. Episodes from the Simpson case display a similarly active 
judicial involvement in the very defi nition of expertise. 

  A protocol for witnessing 

 In the Simpson case, confl icts over the credibility of DNA evidence began at the 
pre-trial stage, in hearings to determine how the blood samples collected at the 
crime scene would be shared and how integrity would be ensured in their testing. 
The prosecution considered it suffi cient to have a private company, Cellmark 
Diagnostics of Germantown, Maryland, carry out some of the DNA typing in 
accordance with the fi rm’s established procedures. The defense resisted this move 
by questioning whether Cellmark had any privileged claim to credibility. An 
exchange on 27 July 1994 between Marcia Clark, the lead prosecuting attorney, 
and Robert Shapiro, a lead defense lawyer, before Judge Lance Ito, centred on the 
trustworthiness of Cellmark’s procedures and, by extension, on the adequacy of 
‘virtual witnessing’. 

 Clark sought to black-box Cellmark’s expertise, which she argued was appro-
priately constituted within a closed, professional space defi ned by the company’s 
testing protocol. The defense experts, she asserted, were welcome to attend and 
watch the tests being performed, but they could not exercise hands-on control, and 
would have to remain in this sense outside the periphery of Cellmark’s operational 
rules. Only in this way could Cellmark’s professional independence, integrity and 
ultimate credibility be assured:
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   Clark:  Cellmark is an independent laboratory and they have procedures, proto-
cols, and standards that govern the manner in which they handle their 
evidence. They have furnished a copy of these guidelines to counsel and 
in that it indicates that outside experts are not permitted to use their 
equipment or handle the evidence, and that is for the purpose of main-
taining the chain of custody and the integrity of that chain of custody. If 
they turn it over, to an outside expert, then they have a break in the chain 
with the problems and the complications that may ensue from that. 

 . . . 
   But let me clarify what their objection is, now that I think I understand it. 

First of all the case samples, these are not blood samples taken from a 
hospital in which you are doing a medical diagnosis and you have vials 
of blood in large samples. These are crime scene samples. They’re small. 
The logistical problem of crowding many people around . . . with respect 
to having the actual cutting done, the only way that Cellmark can assure 
that quality is controlled, or there is quality assurance in the manner in 
which the cutting is done is to have their own people do it, and follow 
their own guidelines.  63     

 Cellmark’s credibility derived, in Clark’s account, from the very specifi city of its 
practices. The company’s domain was forensic science, a unique kind of activity 
whose protocols could not be expected to conform to other forms of scientifi c 
practice, even to customary rules of medical research using similar techniques. 
‘Crime scene samples’, she emphasized, are ‘small’, unlike the vials of blood 
obtained from medical patients. Only a professional body with experience in 
handling such samples could be trusted to manipulate (‘cut’) the DNA in credible 
fashion, using its own people and following its own guidelines. Other observers 
would simply have to rely on the integrity of Cellmark’s rule-governed and expe-
rientially legitimated professional space. As long as the company followed its 
own rules, and this  could  be checked by watchful defense experts, its conclusions, 
she suggested, should win universal acceptance. 

 Shapiro’s parsing of the determinants of credibility was less deferential and 
more democratic. For him, it was not enough to have Simpson’s defense experts 
simply watch Cellmark’s professionals at work, turning samples into evidence 
through the company’s codifi ed rules of practice. He asked for more active control:

   Shapiro:   After reviewing the protocol which Ms Clark said we had, which we 
did not have until yesterday by fax, it’s clear that the procedures 
outlined by the laboratory that the prosecution has chosen serve no 
purpose whatsoever. For us to have experts there witnessing some parts 
of their procedure serves no purpose whatsoever. I talked to Dr Lee 
[a respected expert from the Connecticut state crime lab] at length 
yesterday on this issue, and he said it just would be an exercise in 
futility to merely stand there, under these guidelines, and observe what 
they are doing regarding testing procedures, so we would respectfully 
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again ask the court to revisit the issue of giving us a 50% sample so we 
can do our own independent testing. Short of that, to give us some 
access to watch under some defi ned terms is something that will be of 
no probative value whatsoever.  64     

 One is instantly struck by the predictable, even instinctive use of lawyer’s tricks 
in this richly textured passage: the implicit accusation of bad faith in the late 
delivery of the fax, and the impugning of Cellmark’s independence by calling it 
‘the laboratory that the prosecution has chosen’. But behind Shapiro’s adversarial 
gibes was a more serious, global objective – the desire to wrest control of scien-
tifi c fact-making from the prosecution and its designated experts. To do this, he 
had to deny the power of mere observation to validate the integrity of somebody 
else’s professional practice (simply watching, he said, ‘will be of no probative 
value whatsoever’). Seeing, he implied, must be indissolubly linked to doing, in a 
seamless, inviolable, self-contained world of technical practice, in order to guar-
antee the credibility of the inscriptions it produces. So much for Robert Boyle and 
the force of ‘virtual witnessing’: here, immanent in prosaic, 20th-century law talk, 
was Hobbesian scepticism triumphant.  65   

 The judgement that Clark and Shapiro called upon Ito to make was not there-
fore the classic Solomonic one of deciding how to divide drops of blood too small 
for conventional laboratory diagnosis between two contending parties. More than 
each side’s proprietary rights to the samples was at stake here (although owner-
ship was an issue that Shapiro explicitly raised). In deciding whether to give the 
prosecution complete control over the samples or to surrender ‘50%’ to the 
defense, Ito was confronted in effect with opposing philosophies of credibility, 
founded on different understandings of the connections between doing, seeing 
and believing. A superfi cially childish ‘custody dispute’ over blood samples drew 
the judge into evaluating the professional lifeworld of DNA typing, as constructed 
by a private testing company and sanctioned by a police department. By choosing 
to approve Marcia Clark’s theory of witnessing, Ito helped to reinforce the 
boundary that Cellmark wished to draw between its own world of expert practice 
and the watching world outside.  

  Lies and videotape 

 Rulings that would eventually have an impact on the credibility of DNA evidence 
did not necessarily concern the manipulation of blood samples to start with. A 
notable example of such a collateral judgment was Ito’s decision to admit a video-
tape of police activity at the crime scene over the prosecution’s strenuous objec-
tions. In seeking to exclude the tape, Marcia Clark advanced on behalf of the 
prosecution an argument similar to Goodwin’s claim that ‘all vision is perspec-
tival and lodged within endogenous communities of practice’.  66   Three extracts 
from an admissibility hearing held on 23 February 1995 show Clark trying in vain 
to establish the need for professional interpretation to make sense of the camera’s 
testimony:
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   Clark (1):    As the Court can see, at the very point so far when the defense would 
ask the jury to make an inference, the very point that they’re trying 
to make is obscured. This epitomizes the problem with this whole 
tape. It looks from this that everyone is standing on top of each other 
with not two inches between them. We know that is not the case. 
That obviously can’t physically be the case. But it’s such a misleading 
and distorted clip that you can’t tell where everyone is standing. 

  Clark (2):    This is a piece of evidence that is not evidence. This is a distortion, 
this is a method of confusion, and it does not inform the jury of 
anything of probative value. In fact, quite contrary. It obscures the 
fact that it purports to – that the defense says it purports to show. 

  Clark (3):   Furthermore, and lastly, that they have not produced a cameraman 
who could tell us where he stood. I’m sure it will be something in the 
nature of across the street. He will – and someone who will tell us the 
nature of the lens he used. I’m sure there’s some sort of telephoto 
lens. And I’m sure that if an expert were called . . . they will inform 
the Court of just how distorting and misleading this really is.  67     

 Plain, unmediated eye-witnessing of the videotape, Clark exhorted the court, 
would not allow the jury to see without distortion what in fact had happened. The 
tape was the product of a specialized technical practice – photography – with its 
own internal mysteries of skill and interpretation. It was an encoding of reality 
rather than a mere refl ection of it, and, without an expert decoder such as a camer-
aman to help them, the jurors would not be able to decode it properly. They would 
be misled into thinking, for instance, that the LAPD investigators (including, as it 
happens, the criminalist Denis Fung who was later to be cross-examined by Barry 
Scheck) were standing on top of each other, when they had actually maintained a 
proper distance. As in the Rodney King case, the prosecution claimed that the 
naked eye was not to be trusted with a video. Unless the tape could be seen through 
the fi lter of expert interpretation, it was ‘a piece of evidence that is not evidence’. 

 Against this attempt to recast the video as a kind of professionally mediated 
vision, Johnny Cochran, another of Simpson’s lead defense lawyers, offered an 
appealingly uncomplicated counterargument. The video provided, after all, a form 
of direct witnessing, as anyone could see. Cochran claimed the perspectival as 
well as the moral high ground:

  We are the ones introducing the truth here – we’re showing a videotape. Now, 
the fact that somebody can’t see somebody’s legs, that’s preposterous, Your 
Honor. The part of a videotape, the beauty is you stand there and you look at 
it, and you can tell where people are standing in the shrubbery. You can see 
exactly where they are. That’s what a videotape is.  68     

 Ito was persuaded. Although he claimed to be fascinated by the prosecution’s 
arguments, he ruled in favour of the defense: the videotape, he concluded, 
was ostensibly ‘as accurate a depiction as we will ever get. It is not someone’s 
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recollection or interpretation. It’s the events as they unfolded’. As if convincing 
himself of the rightness of this judgment, Ito went on to describe aloud all the 
comings and goings that he could discern on the tape, without any need for an 
expert to decode it:

  And  the court is able to discern  from looking at the videotape itself that this 
videotape was taken at a relevant point when the coroner’s investigator, Ms 
Radcliffe, arrives, she appears to be briefed by Detective Lange. We see 
Radcliffe and Lange at the top this –  what clearly appears to me  to be the top 
of the steps.  I then see  them move down to within two steps above the body 
of Nicole Brown Simpson at the bottom of the stairs.  I observe  them to be 
looking over the body, and Lange appears to be describing to Radcliffe what 
is there.  69   [my emphases]   

 Imperceptibly – signalled only by shifting the locus of visual perception from the 
third person of ‘the court’ to the fi rst person of ‘I’ and ‘me’ – Ito became Everyman, 
asserting the supremacy of his own unmediated vision and looking back upon ‘the 
events as they unfolded’ through the transparent, and for him truthful, window of 
the videotape. Yet, not until Ito fi nished his public-private deliberation was it clear 
that, for purposes of  this  trial, the videotape would count as a form of direct, not 
technically or professionally mediated, seeing, so that the jury, like the judge, 
could view the tape without the aid of intervening experts.  

  Standardizing vision 

 DNA evidence was excluded in a number of trials before Simpson’s because the 
inscriptions were produced in accordance with methods that were shown to be  ad 
hoc , non-standard and therefore unscientifi c in the eyes of experts as well as 
laypersons. What the experts saw and how they claimed to see it were the central 
issues, and differences among testing laboratories served to undermine particular 
expert positions. Work in science studies has dwelt in some detail on this aspect 
of legal controversies, showing how adversarial processes deconstruct credibility 
by bringing to light myriad tacit and untested assumptions about physical and 
social reality that enter into the production of science.  70   

 In  Maine v. McLeod , a sexual molestation case, the defense questioned the way 
in which scientists at Lifecodes, a DNA-testing fi rm, had identifi ed a match 
between two samples. The two ‘fi ngerprints’ in this case were not identical to the 
untrained eye: although the pattern looked the same, the bands in one print were 
displaced relative to the other, suggesting that the DNA fragments in the two 
samples were of different lengths. The Lifecodes experts had used a mathematical 
formula to correct for the observed bandshift; this adjustment allowed the lab to 
fi nd sameness where lay observation might have been inclined to see differences. 
In this case, the court refused to defer to Lifecodes’ visual authority because the 
adjustment procedure used by the lab had not been reviewed or approved by a 
wider scientifi c community.  71   
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 Standardization offered to testing laboratories and law-enforcement institutions 
an attractive way out of such quandaries. Standards serve to black-box messy 
technical practices: behaviour conforming to explicit standards tends to be more 
resistant to sceptical questioning. Yet, as the Simpson case revealed, standards in 
the legal context can prove to be a two-edged sword – as much a measure to 
discredit non-compliant conduct as to protect compliance. Once techniques of 
visualization are standardized, for example, deviance from the standard can be 
condemned in normative terms that are equally persuasive to experts and 
laypeople. For example, Eric Lander, a scientist at MIT’s Whitehead Institute who 
had testifi ed for the defense in  Castro , and his co-author, FBI expert Bruce 
Budowle, characterized the early controversies over lab procedures as follows:

  The initial outcry over DNA typing standards concerned laboratory prob-
lems: poorly defi ned rules for declaring a match; experiments without 
controls; contaminated probes and samples; and sloppy interpretation of 
autoradiograms. Although there is no evidence that these technical failings 
resulted in any wrongful convictions, the lack of standards seemed to be a 
recipe for trouble.  72     

 The language that Lander and Budowle used to debunk the efforts of prior workers 
in the fi eld is striking in its mundaneness.  73    Anybody  of normal mental capacity 
can understand concepts like ‘poorly defi ned rules’, ‘contamination’ and ‘sloppy 
interpretation’; even the idea of experimental controls is part of every American 
schoolchild’s basic conceptual repertoire.  74   It takes no special scientifi c skill or 
expertise to understand deviance framed in these terms. A jury of high-school 
students would see the point, let alone a judge. Indeed, as recently as 1996, a 
Massachusetts judge used very similar discrediting language to exclude evidence 
produced by the technique of polymerase chain reaction in a Boston laboratory. 
He found the work ‘haphazard’ and not done ‘by qualifi ed people who follow the 
requirements that have been standardized’.  75   

 Standards, then, can be seen as a translation device that makes expert judge-
ments about technical practices accessible to lay audiences, partly through the 
medium of mundane normative language. By invoking standards, a sceptical 
questioner can shift attention from the substantive to the procedural dimensions of 
scientifi c practice. As long as no-one questions what is meant by terms like 
‘haphazard’ or ‘sloppy’, experts and nonexperts can use the same words to assess 
credibility (even though their underlying opinions about what constitutes accept-
able or unacceptable behaviour may not be the same).  76   Judgements concerning 
the credibility of science appear to be governed by standards of virtue, of ethical 
and reasonable behaviour, that are not special to science but are widely shared by 
the culture as a whole. These shared resources of trust and honesty constitute what 
Steven Shapin terms the ‘economy of credibility’.  77   

 Barry Scheck, a defense lawyer noted for his successful attacks on DNA-typing 
evidence, employed such commonsensical norms with devastating effect against 
the helpless LAPD criminalist, Denis Fung. In a remarkable cross-examination, 
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Scheck repeatedly confronted Fung with violations of codifi ed methods of DNA 
sample collection, and with seemingly careless and non-standard handling of 
samples and other objects throughout the early stages of the investigation.  78   
Fung’s supposedly aberrant practices (he had not consistently worn gloves, refrig-
erated samples, recorded entries, requested photographs, worked without spills) 
were relentlessly juxtaposed against the idealized work rules laid out in a published 
manual of forensic DNA typing.  79   Fung conceded under pressure that he had dele-
gated some of the work to an even less experienced subordinate and had subse-
quently tried to cover up this fact. These homely but telling displays of ignorance, 
incompetence and bad faith not only demolished Fung’s credibility (we note that, 
as a ‘mere’ technician lacking the social accoutrements of scientifi c expertise, 
Fung may have needed an especially dogged mastery of technique to command 
belief), but also brought to light impediments that no juror could ignore in the 
rhetorically unobstructed passage from ‘DNA’ to ‘truth’. 

 But what made it so easy for Scheck to make light of Fung’s technical compe-
tence? The criminalist’s inability to constitute his way of seeing as legitimate 
professional vision is surely part of the answer. Again and again, as the trial tran-
script records, Scheck impeached the veracity of Fung’s ways of seeing, aided in 
this endeavour by the videotape that gave the jury its own apparently unmediated 
access to the LAPD’s behaviour at the crime scene. In one tenacious stream of 
questioning, Scheck planted doubt about Fung’s having really seen the blood-
stains on the door of Simpson’s white Bronco on the day after the murders:

   Q : By Mr Scheck: Okay, Mr Fung. 
  Let me ask you directly, on June 13th in the morning, did Detective Fuhrman 

point out four red lines, red stains to you on the bottom of the Bronco door? 
  A : I don’t recall him doing so. 
  Q : When you say you don’t recall, are you saying it didn’t happen? 
  A : I’m not saying that. I’m saying I don’t recall if he did or if he didn’t. 
  Q : All right. If you had seen four stains on the exterior of the Bronco door on the 

morning of June 13th, you would have taken a photograph of them; would 
you not? 

  A : That would depend, but I don’t know. But that would depend on the 
circumstances. 

  Q : Let’s try these circumstances. You were pointed out a red stain by the door 
handle? 

  A : Yes. 
  Q : You were photographed pointing to that red stain, correct? 
  A : Yes. 
  Q : And you’re the person that’s supposed to direct the photographer during the 

collection process? 
  A : Yes. 
  Q : You’re supposed to photograph items of evidence of some importance that 

are pointed out to you by the detectives? 
  A : Yes. 
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  Q : In the circumstances of this case, if you had seen four red stains on the exte-
rior of the Bronco door, would you not have directed the photographer to 
take a picture of it? 

  A : It would be likely. Yes.  80     

 What Scheck achieved in this and many similar exchanges was not merely to 
make Fung change his mind or publicly admit error. It was rather to negate the 
prosecution’s science-based strategy for making jurors into virtual witnesses; this 
he accomplished by questioning Fung’s visual authority, and thus breaking the 
chain of visual custody, as it were, at one of its weakest links. With Fung unable 
to testify that he saw the stains before Fuhrman had a chance to plant them, no 
amount of subsequent scientifi c manipulation could empower the blood evidence 
from the Bronco to bear witness to the crime. 

 In everyday litigation, as the material constituents of evidence are converted 
into scientifi c facts, their humble origins in the work of individual eyes and hands 
get lost from view, and with this loss comes a forgetfulness about the shared social 
and scientifi c foundations of credibility. Lander and Budowle displayed such a 
conditioned blindness when they acknowledged the troubled prehistory of forensic 
DNA typing, but dismissed it none the less, on the ground that ‘there is no evidence 
that these technical failings resulted in any wrongful convictions’.  81   Scheck’s 
cross-examination of Fung turned this dismissive assessment on its head by reas-
serting the primacy of hands-on fi eldwork over more theoretically sophisticated 
expertise; reduced to micro-details, the methods by which the LAPD had attempted 
to transport the crime scene into the courtroom were shown to be all too fallible. 
Mundane credibility judgements about Fung’s manifold ‘technical failings’ could 
then be used with great effect to undermine the prosecution’s ‘scientifi c’ evidence 
of Simpson’s guilt.   

  Questions of process 
 At the beginning of the criminal trial, Judge Ito’s calm demeanour and measured 
responses to the lawyers’ and media’s frenetic manœuvring won wide commenda-
tion. He was praised, in particular, for his allegiance to the emerging ‘truth school’ 
among scholars of constitutional and criminal law, a nascent intellectual move-
ment determined to cut across the intense ideological polarization of pro-defense 
and pro-prosecution positions on the admissibility of evidence.  82   For adherents of 
this school, ‘DNA’ promised to be the perfect ally, an able, almost infallible and 
(important in America’s race-conscious justice system) potentially colour-blind 
assistant in the programme of truth-fi nding. But a common-law trial is not purely 
and simply a search for the truth: it is, more accurately, a contest of credibility 
between two carefully packaged, competing accounts of the ‘same’ reality. Plau-
sibility is what carries the day: by trial’s end, the winning story is the one that 
strikes the fact-fi nder as the more believable. 

 Assessing the credibility of scientifi c evidence, I have suggested, presents 
particular diffi culties because courtroom science simultaneously appeals to 
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different cultures of belief. Lay intuitions and perceptions of the world, founded 
upon direct, unmediated witnessing, continually bump up against professionally 
confi gured claims of ‘virtual’ or expert vision. What professionals see with their 
skilled and instrumentally enhanced capacity for sight, and what they render into 
words through specialized discourses, overlap imperfectly at best with what lay 
assessors of the evidence see and hear with their unaided senses: ‘you can’t see 
molecules’, the experts say, but you should trust us to see them because we can 
‘test for their consequence’. Trial outcomes in complex cases hinge therefore on 
the extent to which the judge or jury gives controlling weight to the expert’s 
distanced and instrumentally mediated gaze on reality. In the Simpson criminal 
trial, expert testimony about DNA evidence had to compete for credibility with 
other reconstructions of what had or had not taken place at the crime scene (quasi-
experiments?), including the famously theatrical demonstration that the defend-
ant’s hand did not easily fi t into the bloody glove found on his driveway. 

 Expert witnesses can overcome sceptical challenges like these by seeking to 
establish a common ‘economy of credibility’ with lay fact-fi nders – whether by 
blinding them with science (‘you can’t see molecules, but you can test for their 
consequence’) or by making science appear so transparent that no discrepancy 
remains between lay and expert vision. But the power to persuade does not depend 
wholly on the talents of particular witnesses or the dynamics of particular cases. 
Legal rules and practices of general application shape the overall context in which 
experts testify and may deprive some would-be experts of the opportunity to 
participate. What conclusions can we draw about the forms that such rules and 
practices should take, given what we have seen about the construction of privi-
leged visual positions in the courtroom? 

  Court-appointed experts 

 In the United States as well as in Britain, clamour is growing to give the judiciary 
more power to appoint ‘neutral’, ‘independent’ or ‘impartial’ experts to supple-
ment, or possibly supplant, the scientifi c stories brought to court by litigating 
parties. In both countries, judges already possess formal legal authority to bring in 
non-party experts at need – under Rule 706 of the Federal Rules of Evidence in the 
United States, and in Britain under Rules of the Supreme Court (RSC) Order 40. 
Until the early 1990s, the American judiciary was notably reluctant to use these 
powers, for logistical reasons as well as for fear of letting experts usurp the judicial 
function.  83   Since then, increases in the cost and complexity of litigation have 
invited a renewed look at this problem. A 1991 report by the American Association 
for the Advancement of Science (AAAS),  84   and a 1995 report by Britain’s Lord 
Woolf,  85   converged strikingly in their prescriptions for increasing the role of 
court-appointed experts. In  Daubert , and more recently in  General Electronic 
Co. v. Joiner ,  86   the US Supreme Court has also lent powerful support to this move. 

 Non-party experts possess a number of potential advantages in trumping other 
claims to privileged witnessing of the facts. Their views come to court bearing an 
 imprimatur  of impartiality that tends to boost their credibility. As a ‘neutral’ third 
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eye in the traditional two-party format of litigation, the court-appointed expert 
might occupy a quasi-judicial position and would form, together with the party 
experts, a smaller ‘facts’ triad (a  de facto  Science Court) within the larger ‘justice’ 
triad comprised by the judge and the legal advocates. These dynamics could well 
make lay fact-fi nders less assertive in turning their own sceptical gaze on the 
scientifi c evidence, thereby reducing confl ict, but also foreclosing critical inquiry 
into the mundane, taken-for-granted aspects of scientifi c practice and the norma-
tive presuppositions of experts.  

  Excluding experts 

 Rules governing the admissibility of evidence provide another powerful method 
of enhancing judicial control over the parties’ offers of expert testimony.  Daubert  
and  Joiner  attest to the federal judiciary’s growing frustration with the contribu-
tions of partisan experts. These cases assume that legitimate expertise is consti-
tuted outside the processes of the law and can be identifi ed by proper application 
of relevant demarcation criteria. As we have seen, however, expertise in the legal 
context is – to paraphrase Bruno Latour  87   and Richard Rorty  88   – more the conse-
quence than the cause of demarcation. In designating some witnesses as legitimate 
experts, and in distinguishing among different forms of witnessing, judges inevi-
tably impose on fact-fi nding their own understandings about whose vision of the 
world counts as authoritative (or genuinely ‘scientifi c’) and whose does not. In so 
doing, they limit the range of interpretive fl exibility available to lay questioning. 

 The Simpson case shows that the exclusion of expertise may happen in subtle 
ways, without formal application of the  Daubert  criteria or other tests of credi-
bility. At two points in the trial – the debates over sharing blood samples and 
admitting video evidence – Judge Ito was required in effect to choose between 
competing claims of (visual) authority. By accepting the adequacy of Cellmark’s 
practices and protocols, he took sides in a nearly four-centuries-old argument about 
the experimental constitution of authoritative knowledge: Hobbesian scepticism 
was rejected in favour of the view propagated by Boyle’s scientifi c progeny that a 
test protocol such as Cellmark’s can codify a universally valid world of observa-
tion and deduction. Similarly, in rejecting Marcia Clark’s attack on the authenticity 
of the defense video, Ito denied that the photographic framing of visual space was 
an act of technically mediated seeing, requiring decoding by the trained, profes-
sional eye of a photographer or fi lm expert. The judge as Everyman asserted his 
own right to see a universal truth in the moving images of the videotape.   

  Conclusion: the eye of power 
 The institutional genius of the courts is their capacity to deliver binding solutions 
– judgements that people accept as right in both the epistemological and moral 
senses of rightness. Finality of this kind would be diffi cult to attain in a lawless 
democracy of sight, where the fact-fi nder’s right to see was free at all points to 
challenge the expert’s professional vision, and to question its testimony concerning 
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things invisible to the untrained eye. Dispute resolution in a complex society 
would soon prove unmanageable without some constraints on the deconstruction 
of expert vision. Not every trial that involves DNA-typing evidence can or should 
go back to the basics of how scientists see DNA or measure its physical presence 
‘with a real small ruler’. Like any other working institution, courts have to set 
some limits on scepticism and distrust. The visual freedom of the lay fact-fi nder 
has to be tempered with deference to claims of privileged professional vision, 
provided of course that expertise is not simply accepted on faith. 

 Common-law courts have sought to regulate the fact-fi nder’s potentially disrup-
tive power of sight with rules that protect or enhance legitimate claims of exper-
tise. Experts are exempted from the hearsay rule that governs other testimony. 
More recent strategies for controlling scepticism allow courts to exclude forms of 
expertise that are seen as unscientifi c and to appoint, if they wish, their own 
experts to play a quasi-judicial rôle in fact-fi nding. These devices strengthen the 
already considerable authority of judges, enabling them in effect to shape the 
scientifi c debate in the courtroom to fi t their own intuitive views of how science 
works and what counts as proper scientifi c expertise. Moves to enhance the rôle of 
science in adjudication are thus refracted through a generalist judiciary’s under-
standing of the nature of science. 

 By following disputes about the credibility of DNA evidence in and out of the 
fi rst Simpson trial, I have tried to show that drawing demarcation lines between 
credible and incredible offers of expertise is never simply a matter of rule-
following or rule application. Expertise – contrary to what the law may doctrinally 
presuppose – is constituted or reconstituted to some extent within the framework 
of each trial. The ‘expert’ designation refl ects not only the judge’s appraisal of the 
qualifi cations of particular professionals but also underlying conceptions of where 
professional authority, including the right to see differently, begins and ends. 
Judge Ito helped to refi ne the social meaning of expertise just as surely when he 
ruled on the sharing of blood samples (upholding Cellmark’s expertise) or the 
acceptability of videotaped evidence (denying the need for expert interpretation) 
as in any more explicit judgments about who could testify as an expert on DNA 
typing. 

 The judge’s eye, then, is the eye of power. Its authoritative position may need 
to be accepted in the interests of social repose – but it need not be accepted uncrit-
ically. In confl icts over whose perception of the truth or the facts should take 
precedence, the inevitable plurality of vision that litigation generates must be 
disciplined in somebody’s favour, consistently with wider notions of effi ciency, 
fairness and justice. The innumerable, contingent disputes that any trial opens up 
between different ways of seeing require someone to turn to as the witness of last 
resort. This, in western legal systems, is one of the essential functions of judging. 

 What a democratic society should wish to cultivate, however, is an informed 
exercise of judicial power, deeply cognizant of its own rôle in constructing exper-
tise rather than unthinkingly ratifying others’ ill- or well-founded claims to privi-
leged sight. In an age of heightened sensitivity to difference, and the far from 
self-evident nature of many truths, we may reasonably ask for judges learned in 



238  Science and Public Reason

the subterranean social dynamics of credibility, knowledge and expertise. If the 
way judges see the world shapes how others in the courtroom must see it, then 
judicial vision should be trained to acknowledge and criticize its own power to 
constrain social perceptions of the truth. Justice can no longer afford to be blind.   
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                 13 In a constitutional moment 
 Science and social order at 
the millennium  *     

   New worlds to order 
 Strolling east along the splendid swath of Constitution Avenue, beyond the 
recessed lawns of the White House, diagonally across from the back entrance to 
the National Gallery of Art, the visitor to Washington, D.C. will be drawn to a 
building whose soaring Corinthian columns signal the presence of something 
exceptional within. Inside, under the hushed central rotunda of the National 
Archives of the United States, the now-curious visitor may take her place in the 
slow-moving line of tourists for a brief glimpse of the three documents that anchor 
the American state: the Constitution, the Bill of Rights, and the Declaration of 
Independence. Encased in thick, greenish, helium-fi lled, bronze and glass frames, 
elevated on a marble pedestal, the faded parchments are barely readable in the 
dim, protective light. It is hard to linger long enough to decipher the script; the 
guards take care to keep the line moving. But the entire setting – the heroic 
murals,  1   the sober display cases around the circular gallery, the inlaid fl oor and 
monumental architecture – encourages a feeling of reverence. This is no ordinary 
public space; it is the closest thing to a holy of holies in this brashly populist, 
secular republic. 

 Yet the ironic observer would note more than a touch of incongruity in the 
deferential encounter between the spectators and the objects of their veneration. 
The soft lighting and expensive, high-tech display (the documents descend into an 
impregnable vault by night) are theater at its postmodern best. The nation whose 
representatives stream by in all their heterogeneity of sex, race, religion, color, 
and attire is scarcely recognizable as the one whose blueprints the documents 
register. Fewer than half the visitors to the National Archives could have voted in 
the polity contemplated by the founding fathers who look gravely down from their 
painted murals (Keyssar 2000). Among the visitors are people whose admission 
to American citizenship would have occasioned a skeptical raising of the eyebrow, 
if not a shiver of fear, among the sedate gentlemen who wrote those grand, nation-
building texts. Their genius, if we choose that term, seems in retrospect to have 
lodged in what they left unsaid – in a choice of words so fl exible that it accom-
modated an onrush of diversity and change which the authors’ imaginations could 
scarcely have apprehended. 
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 While the written Constitution sits enshrined in glass and stone – and, fi ttingly, 
inert gases – it is the practices of government based on the founding texts that 
have done the most to ensure the republic’s survival. For more than two hundred 
years, the thrust and parry of American political life have been directed toward 
fi lling the blanks left open by those historic documents. Judicial decisions played 
a central role. Early in the nineteenth century, Chief Justice John Marshall’s bold 
decisions in  Marbury v. Madison  and  McCulloch v. Maryland  affi rmed the power 
of judicial review and of Congress to make necessary and proper laws. In the 
process, Marshall helped establish the proposition that signifi cant political inno-
vation can occur without explicit constitutional reauthorization. Closer to our own 
day, other landmark rulings of the high court, such as  Brown v. Board of Educa-
tion of Topeka  on school desegregation and  Roe v. Wade  on abortion rights, have 
struggled to redefi ne the rights of persons whose color, gender or, in the case of 
the unborn, physical invisibility deprived them of status in eighteenth century 
political life. Still more recently, some credit Chief Justice William Rehnquist 
with envisioning and carrying through a fundamental reorientation in favor of 
states’ rights on issues such as sovereign immunity and separation of church and 
state. Between the legal milestones of judicial review and school desegregation, a 
bloody civil war was fought to cement the origin myth of a nation conceived with 
such brilliant foresight that its founding principles have survived intact, even 
though the texture of its public life has changed beyond recognition. 

 The reality of American politics belies the felt continuity of the founders’ 
vision. Judicial creativity, however, has not been the only instrument of funda-
mental reform. Over two centuries, American state-society relations have been 
deeply affected by inventiveness in quite another quarter – science and tech-
nology. The principles underpinning the American state were drafted by repre-
sentatives of a pre-industrial, almost pre-scientifi c, agrarian society. Since their 
day, revolutionary changes have occurred in the organization of commerce and 
industry (Ratner, Soltow and Sylla 1979), spurred by radical shifts in transporta-
tion, communication, medicine, fi nance, and manufacturing. Railroads once 
thickly webbed the country and then largely disappeared, replaced by highways 
and, eventually, the aerial routes of civil aviation. Telegraph and electric power 
lines (Hughes 1983) formed prototypes for today’s virtual communication 
networks. Nuclear power came and went (maybe to return), while the Internet 
gave newspapers, telephones, and even television a run for their money. Holistic 
thinking about the environment became fashionable, linked to the growth of 
ecology, the discovery of chemical hazards, and the birth of commercial biotech-
nology. Meanwhile, in medicine, human beings were increasingly seen as compos-
ites of separately treatable body parts, mental states, genes, tissues, and organs. 
Technology revolutionized the conduct of war, as the United States, along with a 
handful of other nations, acquired the capacity to destroy humanity, and earned 
therewith a vastly stronger hold on the imagination of its citizens. 

 Since the scientifi c revolution, the legal and political institutions of the United 
States, as of other major powers, have changed in keeping with shifting percep-
tions of the natural world and the capacity to intervene in its processes. So, too, 
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have citizens’ self-awareness, expectations of each other, and the norms that 
refl ect these altered perceptions. This coupled development of natural and social 
orders has, if anything, gained speed and salience as the world narrows. Science 
and technology, I will argue in this essay, are playing a constitutive role in deter-
mining how power will be exercised – and, equally important, constrained – in the 
emerging global order. In particular, the entanglement of science and technology 
in three processes of globalization are broad and deep enough, in my view, to 
merit the label ‘constitutional’: the redefi nition of self, identity, and community; 
the appearance of the consumer as a political agent, asserting rights claims against 
commerce and industry; and the certifi cation of ‘global’ knowledge for use in 
supranational governance. Through these three prisms, we can see how previously 
taken-for-granted roles of citizens, corporations, and social movements, as well as 
their relationships with governmental institutions, are being reconceptualized. 
Human engagements with science and technology, I suggest, are altering the very 
foundations of identity, citizenship, and sovereignty, thus silently laying the 
groundwork for constitutional governance in the 21st century. 

 Understanding these phenomena is critically important for legal and political 
theory, but standard analytic tools in these fi elds need to be supplemented by 
perspectives from the systematic study of science and technology. In place of the 
structural formalism and epistemological realism that have marked much orthodox 
legal and political scholarship, science studies offers a dynamic, constructivist, 
practice-centered approach that is better suited to analyzing the distributed 
processes of global constitution-making. Below, I begin by reviewing the contem-
porary discourses of constitutional change, noting their commonalities and differ-
ences. I then refl ect on the understandings of law and lawlike processes in the 
science studies literature, and the treatment of science and technology in legal and 
constitutional doctrine. With these discussions in place, I turn to the three most 
prominent nodes at which science and legal order are joined in processes of 
co-production: identity-making; consumption and citizenship; and global knowl-
edge production. In concluding, I address the implications of these developments 
for democracy in a post-national future.  

  How constitutions change 
 As the United States takes its fi rst uncertain steps across the threshold of a new 
millennium, one senses that constitutional changes are abroad in the world. Some 
perceive it in the waning of federal authority and the growing popular alienation 
from institutions of national governance (Sandel 1996; Nye, Zelikow and King 
1997).  2   The extraordinary U.S. presidential election of 2000 confi rmed these fears 
for many: a polled-to-death public split its votes with such stunning accuracy that 
a statistician from Mars could plausibly have modeled the American electorate as 
millions of coins tossed in unison (Jasanoff 2001). Europeans deplore the ‘demo-
cratic defi cit’ in European Union (EU) institutions (Eder and Kantner 2000) and 
growing voter apathy in national elections. Others worry that the rise of transna-
tional legal regimes and bureaucracies will sap national autonomy and jeopardize 
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national welfare (Darman 1978; consider also President George W. Bush’s retreat 
from the Kyoto climate change accord so as to protect the American economy  3  ). 
Theorists of sovereignty have focused on the displacement of the state by multi-
national corporations and global media that have rendered normal modes of 
participation and politics increasingly irrelevant. Still others see the issue in terms 
of the formation of new identities and grassroots alliances, creating social move-
ments that do not respect the geopolitical claims of the nation-state. Indeed, as the 
attacks of September 11, 2001 in the United States so horrifi cally demonstrated, 
the devolution of power to non-state actors has shaken fundamental presumptions 
about what makes a state a state. 

 Does all this turmoil point only to the decay of existing orders or also to a more 
optimistic future for constitution-making? It is clear, particularly in the era of 
globalization, that it is not necessary to hold a formal convention in order to 
rewrite the fundamental presumptions that bind people to their political authori-
ties. As U.S. experience indicates, radical shifts in social order do not have 
to originate with, or even be confi rmed by, explicit constitutional amendment. 
Britain’s ‘unwritten constitution’ offers an even clearer example. On the world 
stage as well, revolutions can and do happen without the benefi t of constitutional 
ratifi cation – as when the Cold War’s bipolar order collapsed in 1989. But how do 
old constitutional dispensations change, and how do new ones emerge? Let us 
look at three sets of responses, at the levels of national, regional, and global poli-
tics. While each offers valuable insights into processes of constitutional change, 
I suggest that there is need for a fourth model, more suited to times of emergence 
and more respectful of human involvement with science and technology. This 
last, I will argue, is a bottom-up approach to constitution-making that has partic-
ular signifi cance for global governance in the 21st century. 

 American history offers an instructive starting point for thinking about consti-
tutional change. In more than two centuries, the U.S. Constitution has undergone 
only the barest modifi cations  4  ; the text the founders wrote is still the text that 
schoolchildren study and the Supreme Court pays homage to. Constitutional 
rights are regarded as among the most cherished elements of national life – to be 
held, as far as possible, constant, and defended against the corrosive effects of 
time and social change. Not everyone, however, sees this continuity as real, let 
alone as reason for bemoaning the end of constitutional creativity. Bruce Ackerman 
(1983, 1991, 1998), in particular, has infl uentially argued that the apparent dura-
bility of the constitutional order is a major achievement of America’s living 
democracy. At three ‘constitutional moments’ – the Founding, Reconstruction, 
and the New Deal – Ackerman believes that revolutionary reform was achieved 
through inspired but ‘unconventional’ adaptation of existing institutions and prac-
tices. Politicians actuated by transforming ideals successfully claimed to speak on 
behalf of ‘the people’ and repositioned the building blocks of government to fi t 
their grandly unorthodox visions. 

 A different constitutional challenge confronts Europe. Here we have not so 
much the problem of an ossifi ed, and ossifying, founding text as a search for 
doctrines to legitimate rule at a higher level than the nation-state. The European 
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constitutional debate is, in this respect, particularly relevant to global constitution-
alism. It springs from a similar well-spring of concern: the interests of peace, 
security, and economic stability seem increasingly to require stronger integration 
across countries, via new supranational institutions; yet, the cause of democracy 
seems to be better served through the communal structures long cultivated by 
nation-states, and hence to favor at best intergovernmental accords (Goldmann 
2001, 1–3). This predicament has given rise to more than one school of thought. 
It has made some European constitutional scholars insist on a minimalist approach, 
based on carefully prescribed, formal powers delegated to the supranational 
organs by participating nation-states. This formula would locate the European 
constitutional framework within the treaties constituting the EU. Reluctance 
to expand constitutionalism beyond such intergovernmental arrangements stems 
from a perception, especially among German scholars, that ‘Europe’ remains for 
now a notional political space. It lacks a common language or traditions and 
common media of communication that would enable a fully  European  democracy 
to form. Pressing for a closer union strikes these observers as unrealistic and 
threatening to democratic principles (Grimm 1995). 

 Against the ‘constitution deniers,’ another school of thought favors a more 
positive approach to European constitutionalism. The aim of such an exercise, 
according to Neil Walker (1996), would be to seek out and address in a coherent 
fashion three sets of questions about the structure of the EU. These concern the 
logic of the Union (intergovernmental or supranational), the ‘democratic defi cit,’ 
and the degree of allowable variation among member states. Walker (1996, 288) 
does not minimize the diffi culty of this task: “How, then, is it possible to develop 
the agenda for the construction of a constitutional identity for a novel political 
order which draws upon structural principles which are equally capable of resisting 
reversion to the old sovereign state and progression to a new sovereign super-
state?” The answer for him and other modest constitutionalists of the EU lies in 
developing a mid-range of concepts, such as subsidiarity, that will permit new 
ways of bridging law and politics. Empirical contexts for this discussion will be 
found in the intricacies of market integration, currency-making, border security, 
and comitology rules. 

 Despite its structural ambiguities and potential, the EU remains at bottom a 
union built on the sovereign will of nation-states. Globalization connotes some-
thing altogether different. It points to the emergence of an ordered political realm 
that, by defi nition, supersedes nations. If such a transcendental formation is indeed 
in the making, can it, too, be said to rest on constitutional foundations? Michael 
Hardt and Antonio Negri (2000) emphatically answer ‘yes’ in their ambitious 
thesis that what we are witnessing at the turn of the millennium is not globaliza-
tion but the birth of ‘Empire.’ The order that is coming into being is not, on their 
account, a Bretton Woods-style piecing together of separate national sovereign-
ties, with power consolidated in international institutions such as the United 
Nations system. Rather, it more nearly resembles the ancient Roman Empire, a 
world-formation with its force-fi elds lying outside the control of even the United 
States, the only genuine superpower. 
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 The new global Empire, according to Hardt and Negri, has its own constitu-
tional order, but its elements are far different from the institutional building 
blocks that U.S. or European politicians play with at Ackerman’s ‘constitutional 
moments.’ Expressing the will of the people has little to do with the constitution 
of Empire. Hardt and Negri view the imperial constitution as something immanent 
and unstoppable, almost apocalyptic. It descends from the historian Polybius’ 
theory of Roman government, which saw power as institutionally divided among 
three centers of action: force with the monarchy; justice and virtue with the aris-
tocracy; and discipline and distribution with the people, or the demos. In modern 
constitutional systems, these authors argue, this ancient triad was replaced by the 
functionally tripartite structure of the executive, the judiciary, and the legislature. 
Now, however, we are caught in another transition – this time toward a ‘hybrid 
constitution’ (Hardt and Negri 2000, 316–19), in which the old governmental 
functions are so networked and distributed as to operate simultaneously every-
where, and therefore nowhere. 

 The constitutional theater for Hardt and Negri (2000, 319) is an ‘imperial non-
place.’ The transformation they describe occurs almost independent of political 
will, in defi ance of locality, and without discernible ties to social practice or 
agency. All this is as alien to the temper of Ackerman’s analysis as it is to the 
debates about European constitutionalism. If Hardt and Negri, the theoreticians of 
Empire, take the high road of constitutional abstraction, the U.S. and European 
debates can be seen in some ways as taking the low road. Legal traditions, whether 
in Europe or the United States, view constitutional change in more situated terms, 
which are in principle more congenial to scholarship in science and technology 
studies: lodged in particular texts, mobilized by particular actors, and imple-
mented by particular institutions of law and politics. 

 Yet in one respect all the constitutional discourses we have considered thus far 
have something in common that differentiates them from most work on the prac-
tices of science. Constitutional theorists mostly conceive of change as coming 
from above, whether through Hardt and Negri’s imperial structural realignments, 
Europe’s self-abnegating sovereign states, or Ackerman’s inspired judicial and 
political innovators. But – paralleling Kuhn’s (1962) famous argument about 
scientifi c revolutions – deep social change can also come about through countless 
smaller adjustments and accommodations that restructure the basic organization 
of power. Both kinds of change marked the end of the millennium: the former 
attracted more notice, but the latter may prove more democratic and durable. 
Many of these incremental movements were tied in crucial ways to developments 
in science and technology. 

 The role of science and technology in the making and unmaking of political 
order has been largely neglected by political theorists. To be sure, American 
conventional wisdom attributed the Soviet system’s downfall to a form of 
technology policy: specifi cally, to President Reagan’s determined pursuit of the 
Strategic Defense Initiative (‘Star Wars’), and the resulting costly intensifi cation 
of the arms race in the 1980s. But this ruinous story of a bankrupt Soviet state 
further impoverished in search of a bankrupt technology is just another change 
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rung on the all-too-familiar theme of technological determinism: just as ‘good’ 
technology drives progress so ‘bad’ technology, in the Soviet case, brought 
disaster. Nor have attempts to explain the end of the Cold War in ideological 
terms proved more satisfying. The fall of the iron curtain was heralded as the ‘end 
of history’ (Fukuyama 1992), signifying the demise of the planning state (Scott 
1998) and the universal acceptance of the market as the only viable template for 
economic and social organization. But the stark dichotomy between state and 
market drawn by many political commentators scarcely does justice to the 
incredibly complex infrastructures that grew up to undergird both in the modern 
era. Characteristically, too, deterministic, single-variable explanations of the 
Soviet system’s collapse have offered few insights into the diversity of post-
revolutionary orders that sprouted on the dustheaps of an abandoned ideology. 

 Overall, political accounts of the Cold War’s end have displayed little of the 
subtlety discernible in recent scholarship on technological change (see, for 
example, Smith and Marx 1994). Yet the tools developed for the study of large 
technological systems could profi tably be adapted to the analysis of such massive 
social achievements as a state or an ideology, whether they succeed or fail (Latour 
1990) Such constructs, no less than fi ghter planes or power plants, are pieced 
together from myriad material and social elements that work more or less well 
together; survival depends on the harmonious functioning of the parts with the 
whole. Either progressive innovation or radical breakdown could originate, on 
this account, at multiple points in the system, through agents who question power 
by political or other means (scientifi c claims, for instance). Of interest then are the 
circumstances that permit revolutionary ideas to form and to spread through 
systems built on other expectations – possibly achieving constitutional status. 

 What kinds of futures, or communities, are likely to be imagined, and by whom, 
as we move from a world organized along strict ideological divisions to one where 
the market now seems rampant? If commitment to nationhood was the glue that 
held together the dominant cultural identities of the nineteenth and twentieth 
centuries (Anderson 1991 [1983]), how will the socially and politically signifi cant 
identities of the coming decades be organized and cemented? How will the new 
technologies of desire – biological, digital, miniaturized to the nano level – affect 
identity and agency in the societies of the twenty-fi rst century? With threats of 
annihilation temporarily in abeyance, and with hunger and poverty receding in 
many parts of the world, on what basis will people articulate their needs and 
demands in relation to the formal structures of government? If unwritten and 
emergent rules of constitutional dimension are beginning to operate in the post-
cold-war order, where can we observe these rules being crafted? 

 Clearly, it is not suffi cient to look for answers only in the high politics of 
globalization, as enacted in international treaties or articulated in the expansion 
and management of global markets. To comprehend the new constitutional settle-
ments that may be appearing at this historical moment, we must also focus on the 
ways in which civil societies are responding to novel, technologically mediated 
possibilities of prediction, manipulation, and interconnectedness. First, however, 
we must position this analysis with respect to two other relevant bodies of thought: 
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the discussion of constitutionalism in science and technology studies, and the 
discussion of technoscientifi c change in legal scholarship.  

  Science studies and constitutional law: minding the gap 
 Given the centrality of scientifi c knowledge and technological artifacts in contem-
porary life, it is reasonable to think that the basic ordering commitments of modern 
societies will be found not only in legal texts, but also, tacitly expressed, in the 
very organization of life around the products of human ingenuity and knowledge. 
Constitutional ideas should be embedded in people’s collective imaginations and 
practices, built into their material culture, and worked out in innumerable daily 
routines that draw upon resources derived from science and technology. Order 
may emerge not merely, or even mainly, when positive law bestows it or a court 
affi rms it, but also when people assume that they have the capacity and the right 
to change their behavior in fundamental ways, and act accordingly. Thus, there 
may be emergent, quasi-constitutional rights that no court has declared nor legis-
lature has decreed, but that are created through altered popular conceptions of 
what sorts of people we have a right to be, or what we have a right to demand from 
our ruling institutions. In technologically advanced societies, such changed expec-
tations are commonly associated with transformations in scientifi c knowledge and 
advances in technological capability. 

 To date, however, academic literatures have done relatively little to probe these 
structuring effects. The theme of scientifi c and technological progress is not new, 
of course, any more than its dialectical counterpart, the theme of humanity’s prob-
lematic adjustment to its own inventions. Both have fi gured in signifi cant streams 
of work – analytic, imaginative, minatory, prescriptive – over at least two centu-
ries. On the positive side, are innumerable biographies of inventors and scientists, 
celebrations of their discoveries, and tales of science’s triumph over adversity and 
disease. On the negative side are many forebodings. Mary Shelley’s 1816 ‘ghost 
story,’  Frankenstein , brilliantly captured the terror of runaway scientifi c inge-
nuity; today, her concerns persist, under the headings of playing god, fl irting with 
doomsday machines or surrendering to forces outside the creator’s control. 
Philosophers and political theorists have warned of the dangers of hyperration-
ality and its corrosive effects on deliberation, civic engagement, and individual 
liberty (Habermas 1975 [1973]; Bauman 1991). The human sciences in particular, 
as Michel Foucault’s oeuvre compellingly documents, can function as discipli-
nary tools by which governmental power is dispersed throughout society, although 
these sciences may also open up new possibilities for human creativity (Foucault 
1971 [1966], 1979). Still another line of work refl ects on the risks and uncertain-
ties of new technologies, and how they permeate the social structures of moder-
nity (Giddens 1991; Beck 1992 [1986]). From outside the western world have 
come denunciations of science and technology as instruments of dominance, even 
of violence (Shiva 1993, 1997; Visvanathan 1997). Together, these explorations 
have done much to destabilize the myth of scientifi c and technological progress, 
but in one respect they lack the power of the popular narrative: they reveal deep 
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problems of governance in technological civilization, but they provide few 
insights into how good orders are achieved. Criticism undoes the complacency of 
unrefl ective optimism, but it does not rebuild confi dence. 

 Work in science and technology studies has begun to change this picture by 
documenting – very generally – how the products of science and technology not 
only infl uence but are also shaped by human norms and institutions (Jasanoff et al. 
1995). Technological objects, such as ozone holes, genes, smart bombs, computers, 
climate models, and Dolly, the category-defying sheep cloned from the cells of an 
adult ‘mother,’ are all seen by S&TS researchers as repositories of human commit-
ments about what counts as ‘good,’ whether in reasoning, in making things, or 
simply in living with one another (Latour and Woolgar 1979; Bijker, Hughes 
and Pinch 1987; Latour 1988, 1993; MacKenzie 1990; Haraway 1991, 1997). The 
deployment of technological artifacts engages with and reshapes our perception of 
social order at many levels: for instance, by redrawing the boundaries between 
humans and non-humans or nature and culture (Callon 1986, 1987; Latour 1993); 
by altering fundamental notions of identity (Haraway 1997); and by challenging 
settled expectations of liberty and autonomy (Jasanoff 1995a). 

 Among S&TS scholars, Bruno Latour has been perhaps most explicit in calling 
attention to the constitutional dimension of these human accommodations with 
the products of science and technology. In his important 1993 monograph,  We 
Have Never Been Modern , Latour described the considerable work that human 
societies do to ‘purify’ their world of technoscientifi c hybrids into separate spheres 
of nature and culture. He termed the resulting settlement ‘constitutional’ because 
it deals with one of the most fundamental divisions of social experience: that 
between ‘us’ humans and ‘other’ non-humans, be they animate or inanimate. For 
Latour the metaphysician, the world of objects is always full of social meaning 
and normative power. A mundane object such as a speed bump (or a ‘sleeping 
policeman’) performs, as its colloquial name implies, functions that are essen-
tially human, albeit rendered without human consciousness. Yet, by locating this 
construct of earth and asphalt squarely in the domain of inert nature, we, the 
agents of modernity, set aside any need to refl ect on the thing’s moral status or 
the nature of its relationship with us. The world, Latour implies, would be an 
altogether different place, maybe more terrifying and less ordered, if technolog-
ical objects were continually reinvested with human characteristics, as nature 
habitually was in pre-modern societies. 

 Provocative though these insights are, the regime of sharp demarcations that 
Latour attributes to modernity markedly contrasts with the fl uidity and ambiguity 
of technoscientifi c constructs noted by other S&TS scholars (Cambrosio, Keating 
and Mackenzie 1990; Haraway 1991, 1997; Mol and Law 1994). Like any univer-
salizing theory, Latour’s notion of purifi cation fails to account satisfactorily for 
the divergences one fi nds among quasi-constitutional understandings in different 
times, locations, and cultures. Nature is not perceived in the same way by all 
modern industrial or industrializing societies: different lines are drawn between 
humans and other species, and different assumptions are made about the degree of 
interconnectedness between environment and society. Not surprisingly, when it 
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comes to accepting or rejecting particular technological achievements, disparate 
ideas of what is ‘natural’ or morally right drive social responses, leading to 
divergent appraisals of the same processes or artifacts (see, for example, Jasanoff 
1995b; Gaskell et al. 1999). In short, the mechanics of demarcation beg for 
elucidation within specifi c social, political, and legal contexts. One may ask, in 
particular, what role prior institutional commitments (including those embedded 
in formal constitutional law) play in the simplifi cation of hybrid networks into 
the reductionist framings of  social  and  natural . Put differently, Latour’s constitu-
tional settlement plays itself out in a curiously ahistorical, unsituated, and imper-
sonal space. His constitutionalism is a philosopher’s abstraction. To obtain a more 
textured picture of the ordering power of technoscience, we need to undertake a 
more grounded inquiry. 

 Regrettably, legal studies do not instantly provide the hoped for solutions to 
questions opened by work in science studies. S&TS writings are consistent with 
the views of a handful of legal scholars working on the intersections of law and 
technology – for example Lawrence Lessig (1997) on the architecture of informa-
tion systems, James Boyle (1996) on intellectual property, and Frederick Schauer 
(1998) on privacy and the Internet – although there has been little systematic 
conversation between these parallel strands of analysis. For the most part, legal 
scholarship, limited perhaps by the law’s institutional commitments to resolution 
and fi nality, has been slow to incorporate the fi ndings of scientifi c and techno-
logical contingency that S&TS research has elaborated over the past thirty years. 

 There is, accordingly, a noticeable lack of fi t between legal discourse and the 
preoccupations of science studies. Constitutional interpretation makes do with 
conceptions of liberty, property, human identity and welfare that predate the 
industrial revolution, let alone today’s dazzling developments in genetic, environ-
mental, and information sciences and technologies (Schauer 1998). Rulings that 
aim specifi cally to take account of scientifi c and technological developments – for 
example, in cases about reproductive privacy, the rights of non-traditional parents, 
the prolongation of life, the ownership of human tissues, the nature of risk, or 
the legal status of non-humans (Stone 1974) – show little evidence of engagement 
with the social and cultural histories of these changes. Indeed, in seeking to 
defend the fundamental character of constitutional categories, courts and legal 
commentators often downplay the extent to which our understandings of nature, 
society and the self have been transformed by two centuries of scientifi c and 
technological change. 

 What makes this lack of refl ection on science and technology more puzzling is 
that legal theory has been hugely infl uential in bringing to light some of the hidden 
normative assumptions that underpin supposedly neutral legal rules. Modern 
versions of Legal Realism, for instance, have refocused the understanding of 
Realism away from the indeterminacy of rules toward understanding the often-
disguised substantive choices embedded in even relatively determinate rules 
(Fisher, Horwitz and Reed 1993; Fried 1998). Feminist jurisprudence has exposed 
the gender-based assumptions that undergird much legal doctrine in areas such as 
property and family law (Bartlett 1990). The Critical Legal Studies movement 
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stressed the ideological contingency of legal propositions that courts often take to 
be natural and inevitable (Kelman 1987; Kairys 1990). With regard to economic 
decisions, scholars have questioned the neutrality and inevitability of the ‘base-
lines’ against which constitutional questions are considered. Cass Sunstein (1993) 
concluded, for example, that the legal distinction between state action and private 
action presupposes (and hence reinforces) a certain state-created  status quo  that 
established the boundaries of the  private  to start with. 

 Despite these turns toward self-refl exivity, legal scholars have not by and large 
extended their deconstructive and skeptical analysis to the ways in which legal 
power interacts with the authority of science and technology. An unexamined 
positivism still marks much writing about scientifi c evidence, as exemplifi ed by a 
stream of work criticizing judges, juries, Congress, regulatory agencies, and not 
least the public for failure to heed the standards of ‘good science’ (Huber 1991; 
Breyer 1993; Foster and Huber 1997). Such critiques are often accompanied by 
triumphalist and historically untenable accounts of technological progress, which 
represent the law as an awkward impediment to the enlightened march of science. 
Even at its most sensitive, legal scholarship tends to treat science and law as inde-
pendent sources of authority. The two domains are often seen as distinct ‘cultures,’ 
with divergent objectives, destined to clash when they occupy themselves with 
disputes over norms and policy (Schuck 1993; Goldberg 1994). There has been 
little systematic research on the ways in which modes of authorization in science 
and the law build upon, mimic or incorporate one another (for some exceptions, 
all stemming from science studies, see Wynne 1982, 1988, 1989; Smith and 
Wynne 1989; Jasanoff 1998a,b), even though the historical record suggests that 
the two cultures have supported each other for centuries in patterns of mutual 
construction, stabilization, and reinforcement (Shapin and Schaffer 1985; Ezrahi 
1990; Shapin 1994; Porter 1995). 

 More generally, traditional legal inquiry generally takes for granted the 
boundary between nature and society or knowledge and norms. Laws and rights 
are held to one side as proper subjects of legal analysis; science and technology on 
the other side are thought to lie outside the domain of legal expertise. Rights are 
interpreted as preexisting technology, or at least as lying in an altogether separate 
normative domain, rather than as being constituted in signifi cant part through 
technology. Much of the literature on science, technology and the law has thus 
been framed rather unproblematically in the language of technological deter-
minism. Echoing decades-old ideas about culture lagging behind its own inven-
tions (Ogburn 1922), law today is frequently seen as lagging behind technology, 
desperately trying to bridge the gaps created by rapid scientifi c and technological 
advances. Thus, genetics and genomics are thought to have leapt ahead, opening 
new eugenic possibilities, while the law laboriously puzzles out how to protect 
individual autonomy. Family law is chronically seen as trying to catch up with 
reproductive technology. According to one account, “genetic testing has made 
determining paternity simple, even routine . . . But in most states, the law has not 
caught up with the science” (Lewin 2001). Similarly, the Internet’s almost infi nite 
capacity for copying and dissemination is seen as overwhelming the rights of 
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creative authorship. On the whole, technology is conceived of as a threat to 
rights, which therefore need to be protected through vigilant enforcement of 
constitutional norms. The analysis of science and technology in the politics 
of globalization demands more deftly manipulable conceptual categories.  

  Constructive constitutionalism 
 I have argued thus far that the constitutional formations of the era of globalization 
are growing not only from roots in law and politics, but also from human accom-
modations with science and technology. Neither science studies nor legal theory 
offer fully satisfying models of sustained inquiry into the ordering effects of tech-
nological change. The former has insuffi ciently engaged with cultural specifi city 
and institutionalized power, while the latter has underemphasized the contingency 
of knowledge and the law’s own role in underwriting science and technology. To 
fi nd a way forward, we need to step outside the perimeters of current theory and 
look more closely at the ways in which actors are constructing the present world. 
Let us return to basic constitutional notions and ask how they are playing out in 
the global diffusion of science and technology. 

 In charting this territory, it is best to work with a fl exible notion of constitution-
alism that is not tied to specifi c institutional arrangements or codes of law. Consti-
tutions are at bottom balance wheels between power and its abuse. They are 
devices for ensuring “a form of rule which both empowers a government to carry 
out the range of functions associated with the modern interventionist state and 
excludes arbitrary and despotic forms of rule” (Walker 1996, 270). In the post-
national era, we may extend this notion of constitutional order by including, in the 
class of possible rulers, not only governments but other forms of authority that 
also have power to control people’s lives. But the heart of constitutionalism 
remains the preservation of balance: between enabling and constraining power, 
and between individual and societal demands. Under each heading, constitutional 
jurisprudence clarifi es and codifi es certain communally sanctioned norms 
regarding what is worth protecting, for and against whom, by what means, to what 
extent, and through what processes. Laurence Tribe (1978) has referred to these 
principled substructures as ‘models’ of constitutionalism. These models, needless 
to say, respond to developments in science and technology by taking on board 
changing conceptions of such norms as ‘unreasonable search and seizure,’ 
‘privacy’ or ‘property rights’ – all of which are affected by technologically medi-
ated changes in human and social capability. 

 Yet, this account of constitutionalism leaves untouched certain fundamental 
ontological problems that are central to the law. What kind of entity, after all, is 
the state, whose powers constitutions seek to delimit, and what sorts of beings are 
the individuals whose rights are protected against improper state action? Other 
puzzles fl ow from these. Where do judicial beliefs about how to answer these 
questions stem from? How are the ideas held by courts connected to broader 
currents of public knowledge and understanding, or to that special branch of 
knowledge called science? And on what basis should courts decide when some 



In a constitutional moment  257

models of constitutional decisionmaking, such as regard for settled expectations 
or governmental regularity (Tribe’s Models III and IV), come into confl ict with 
novel expectations arising from science? 

 It is here, at the level of constitutionalism’s most elementary conceptual units, 
that we can profi tably begin to inquire into the infl uence of science and tech-
nology. To tease out the connections, it is essential to look beyond the formal 
principles laid down in legal texts and elucidated by courts. We must ask instead 
how norms of constitutional relevance are tacitly constructed in the daily hum of 
technological societies: norms that are embodied in technological standards and 
practices, hardened into material instruments and artifacts, entrenched within 
professional discourses, and legitimated through public policy. Areas of rapid 
technoscientifi c change, as in the fi elds of genetics, informatics, and environ-
mental science, offer specially promising sites for this kind of interpretive inquiry. 
Of particular interest are current debates about the self and its entitlements, the 
rights of the citizen-consumer against centers of private (market) power, and the 
legitimacy of supranational institutions of knowledge and governance. 

  Self, identity, community 

 When the  New York Times  criticizes the law for lagging behind science, what 
normative position does it seek to convey? We know that paternity can be deter-
mined today on the basis of almost foolproof, biological tests that indicate whether 
a given child is the progeny of the man alleged to be the father.  5   A series of cases 
involving such tests have come before the U.S. courts, in the form of claims by 
‘fathers’ who discovered their lack of biological kinship to their supposed 
offspring, sometimes after years of living together in a trusting family relation-
ship. In ruling on these claims, courts have juggled in different ways with the 
values of genetic and social kinship, support for minor children, respect for repro-
ductive freedom, protection of economic rights, and deterrence of fraud. Not 
surprisingly, the outcomes look chaotic, more like  ad hoc  accommodations to the 
facts of the case than like principled rule-following. What principle could possibly 
explain why a Texas court denies a man visitation rights, but requires him to pay 
child support for children who are not biologically his (Lewin 2001)? Proponents 
of the ‘law lag’ theory would prefer to cut through this tangle and write the scien-
tifi c ‘truth’ of paternity unambiguously into the law. Biology should defi ne 
paternity. 

 Such an argument not only elevates technological (or technoscientifi c) deter-
minism to a normative principle (technology  should  drive the law), but it miscon-
ceives the subtlety of the connections among science, law, and human agency in 
constitutional cultures. The novel meanings of selfhood, identity, and community 
that mark this period of social ferment owe their shape as much to the legal and 
political contexts in which they originated as they do to breakthroughs in science 
and technology. These new confi gurations refl ect our ability to see and explain 
human identity and behavior in altered ways, with the aid of new scientifi c catego-
ries and instruments. But, equally, they are a product of our ability to imagine and 
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enforce preferred identities through culturally sanctioned legal and political 
means. The Texan ‘father’ who wished to withdraw support from his no longer 
biological children – but who might have wished to keep on visiting them – was 
asserting a sense of kinship that was simultaneously biological and social. His 
rights were not already present in transcendental form, ready to be ‘declared’ by a 
court or conformed to the dictates of science. Rather, like all the newly indetermi-
nate fathers of the genetic testing age, he was a player in a complicated ritual to 
redefi ne the meaning of paternity in a time when biological kinship can be dissoci-
ated from social kinship at any point in a family’s existence. Genetic information, 
even in this simple context, does not determine identity so much as it enables new 
identity claims to unfurl. 

 In other cases, individuals have seized upon genetic information as an instru-
ment of liberation or for building more complex identities and group affi liations. 
Their behavior confounds the theme of genetic determinism that was current in 
fi lm and fi ction long before the birth of the cloned sheep Dolly at a Scottish 
research station in February 1997. The older ‘technoscientifi c imaginaries’ of 
genetics were colonized by fears of state control. Aldous Huxley (1946) gave 
these fears their classic articulation in  Brave New World , where people were clas-
sifi ed and bred for characteristics esteemed by those in power. Throughout the 
1980s, academic writing on the coming genetic revolution similarly dwelt on the 
risks of manipulation and control in connection with techniques of genetic 
screening, testing, and gene therapy. In the 1990s, however, the reception of genes 
into culture followed a more complicated script, as people actively asserted claims 
based on seeing themselves through newly available genetic lenses. Science and 
law blended into unexpected projects of social action. 

 Disease groups were perhaps the most prominent, though not the only, early 
adopters of genetic technology (Callon 1999). The discovery of genes for herit-
able breast cancer (BRCA1 and 2) led women activists in Britain and the United 
States to demand greater access to genetic tests and genetic counseling. PXE 
International, a citizen group committed to fi nding a cure for the inherited disorder 
 pseudoxanthoma elasticum (PXE) , participated in the isolation of the disease-
causing gene, set up its own blood and tissue bank, and in an unprecedented move, 
even fi led for a patent on the gene (Smaglik 2000). And in August 2001, stories 
circulated of a privately held corporation, the San Francisco-based DNA 
Copyright Institute, that had urged stars and celebrities to copyright their DNA so 
as to prevent commercial entrepreneurs from producing genetic copies of their 
valuable ‘original’ selves. In all these cases, genetic knowledge was appropriated 
as an added resource for people’s self-expression, not as a weapon of control by 
the state. 

 To be sure, the possible negative consequences of reading people genetically 
did not disappear from view, but neither did those potentially affected passively 
await subjugation. Genetic exploitation emerged as a new front in the longstanding 
liberation struggles of workers, women, and ethnic and racial minorities against 
oppression by dominant economic and political interests. Rhetorics of piracy, 
colonialism and genocide, for example, were invoked and extended in protests by 
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indigenous peoples’ organizations against researchers engaged in bioprospecting 
for rare, medicinally active plants or in devising protocols for sampling 
human genetic diversity (Reardon 2001). In these cases, social groups claiming 
fundamental legal rights – representation, equality of treatment, access to various 
state-sponsored benefi ts – were created, or reconfi gured, through the strategic 
intertwining of genetics and the law. 

 Technoscientifi c activity beyond the life sciences also contributed to move-
ments of self-expression and resistance. One of the darkest manifestations was the 
apparently self-willed conversion of human beings into missiles and weapons on 
September 11, 2001, and in the subsequent rash of Palestinian suicide bombings 
in Israel. These acts, conducted outside the bounds of ‘normal’ war, turned the 
narrative of technological progress into a mockery of itself, transforming people 
into objects, freedom into destruction, and sites of communal life into sites of 
carnage. That technology can kill was not the novelty here. Rather, it was the 
rational subject’s purposeful embracing of an object-identity, and the resulting 
human-weapon’s denial of compassion, pity or regard for its accidental victims 
or itself. 

 Other developments were less uniquely horrible. Information technology 
substantially lowered the barriers to worldwide communication and thereby facil-
itated creative processes of identity transformation. Instantaneous electronic 
communication and the spread of the personal computer made it possible to mobi-
lize communal passions or communal loyalties, cutting across established lines of 
social identifi cation in unpredictable ways. In cyberspace, states no longer enjoyed 
a monopoly on the channels of communication. The Internet diluted the power of 
national governments to command the ‘imagined communities’ of their citizens 
(Anderson 1991 [1983]). All manner of organizations could now control a piece 
of virtual territory, from disease-based groups like PXE International to the 
Taliban, the Islamic fundamentalists who ruled Afghanistan until after the terrorist 
attacks of September 11. Using electronic media, non-state actors bypassed the 
entrenched power of orthodox print and television media to build new group 
identities and affi liations, supplementing the ties of nationhood. 

 Some highly stable identities ceded ground, or became blurred, as new oppor-
tunities for self-identifi cation were delineated. In the realm of gender, for example, 
‘transgendered’ identities, neither male nor female, were said to have gained 
ground in the 1990s, partly assisted by the Internet:

  The movement’s coalescence, which members say began over the last fi ve 
years and accelerated in recent months, has gained particular momentum 
from the Internet, with its ability to connect far-fl ung people and afford them 
a sense of safety. On-line groups that began by swapping tips on using 
makeup and obtaining hormones now also spread word of the latest victims 
of violence and the next political protest (Goldberg 1996).   

 The success of various resurgent ethnic fundamentalisms – Jewish, Islamic, Hindu 
– can similarly be attributed, in part, to the ability of interests back home to tap 
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into the memories, grievances, and (not least) deep pockets of the far-fl ung repre-
sentatives of national diasporas (Anderson 1994). New hybrid categories of 
nationhood (e.g., Non-Resident Indian or NRI) have emerged, extending citizen-
ship outside the borders of the nation-state.  6   Controversies over female Muslim 
students’ right to wear head coverings in French schools or British Muslims’ 
demand for access to state-funded, religious schools illustrate some of the more 
prosaically constitutional dimensions of these developments.  

  Corporate rulers, consuming citizens 

 Redefi nitions of individual identity and community form only one strand of quasi-
constitutional change in which science and technology are centrally implicated. A 
second important thread is the assertion of some of the rights of citizenship by 
consumers against powerful corporations. There is a growing sense that today’s 
formal constitutions do not offer adequate conceptual tools for ordering relations 
between individuals and private corporations, particularly when corporate opera-
tions extend across many national boundaries. Once again, action from below, by 
potential consumers of technoscience, has underlined the problems and focused 
attention on the need for solutions. 

 U.S. constitutional jurisprudence long since recognized that corporate power 
may not be exercised in ways that thwart legitimate public goals. Even property 
rights are not held to be sacrosanct if asserting such rights would unacceptably 
burden the public’s lawfully sanctioned liberties. Thus, in his historic 1946 opinion 
in  Marsh v. Alabama , holding that a company town could not prohibit the distribu-
tion of religious literature on its premises, Justice Hugo Black observed that

  Ownership does not always mean absolute dominion. The more an owner, for 
his advantage, opens up his property for use by the public in general, the more 
do his rights become circumscribed by the statutory and constitutional rights 
of those who use it. Thus, the owners of privately held bridges, ferries, turn-
pikes and railroads may not operate them as freely as a farmer does his farm. 
Since these facilities are built and operated primarily to benefi t the public, 
and since their operation is essentially a public function, it is subject to state 
regulation (citations omitted).  7     

 In the great burst of civil rights decisionmaking of the 1950s and 1960s, the 
Court held that property rights claims could not subvert overriding national goals 
such as racial desegregation.  8   Cases like these went some distance toward prob-
lematizing the boundary between state and corporate action – or between politics 
and the market. They recognized that claims of private ownership and enterprise 
are not alone suffi cient to justify restrictions on protected public liberties, and that 
corporate power, when exercised in statelike fashion, needs to be curbed as much 
as the power of the state. 

 In formal constitutional jurisprudence, the sense of what constitutes an 
impermissible constraint on liberty is tied to structuralist notions of power and 
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jurisdiction. The private owner of a company town, or a bridge or railroad oper-
ator, or an inn-keeper controls a piece of physical space – like a mini-state – and 
hence may not deprive persons using those premises or property of fundamental 
liberties. There is no hint in these cases that technological innovation, historically 
seen as a motor of progress, can function in ways that equally threaten liberty, 
without dominion over physical space. Upstream production and marketing deci-
sions by corporations may constrain human behavior down the line as thoroughly 
as infringements of constitutional rights by the state. By the time products arrive 
on the market, irreversible ordering commitments have already been built into 
them that may deprive consumers of important freedoms. Such innovation and 
design decisions are not open to public questioning or other forms of accounta-
bility under existing legal regimes; if anything, they are protected against scrutiny 
by confi dentiality rules and intellectual property rights. The market – which only 
comes into play when products are already on line – therefore does not function as 
a good surrogate for democratic control. But cracks have begun to appear in this 
system as users and consumers assert a more audible voice in the governance of 
scientifi c and technological production. 

 In the aggregate, corporate initiatives in areas like biotechnology, computing, 
personal communication, surveillance, tourism, and transportation – let alone 
weapons of mass destruction – hold the potential for a deep restructuring of human 
behavior. Corporations, too, have in many instances adopted the rhetoric and 
symbols of statehood, helped along by accidents, deregulation, and management 
failures that weakened the credibility of states. Thus, DuPont, a U.S.-based multi-
national chemical company, sought to legitimate itself to wider publics in the 
late-1990s in terms that straddled the line between product advertising and polit-
ical campaign pledges. On its website, DuPont embraced the language of sustain-
ability, promising to leave the world no worse off for future generations.  9   A 
carefully orchestrated barrage of advertisements, built on the slogan ‘To Do List 
for the Planet,’ pitched DuPont as a concerned citizen of the world, ready to use 
its technical know-how (the company’s own term was ‘knowledge intensity,’ as 
opposed to ‘capital intensity’) to make life better for untold millions. Like the 
Hobbesian state committed to defending people against the perils of nature, 
DuPont promised to protect a global populace against hunger, pollution, and the 
vagaries of the climate; at the same time, in an appeal to well-heeled consumers, 
it promised self-cleaning clothes, self-sealing automobile paint, and a material 
that combines Lycra (a DuPont exclusive) with leather to ensure a poured-on 
fi t. This was no offer to sell a better mousetrap, subject to the laws of supply 
and demand. DuPont asserted the power and claimed the privileges of an 
imperial state. 

 If corporations have taken on the symbolic, rhetorical, and behavioral attributes 
of states, small wonder that people have found it desirable to assert themselves as 
citizens against these new centers of power. The idea that major technological 
shifts should not be undertaken without citizen involvement steadily gained 
ground in the last decades of the twentieth century. The anti-nuclear protests of 
the 1970s and 1980s were early indicators of this change in consciousness. The 
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incipient, large-scale commercialization of biotechnology provided further 
impetus for experimentation with forms of participation and governance. The 
term ‘technology assessment’ was taken off the shelf, given a dusting, and 
harnessed to procedural innovation, particularly in Europe, ironically at the very 
moment when the United States, a pioneer in this fi eld, dismantled its congres-
sional Offi ce of Technology Assessment (Bimber 1996). Citizen juries, consensus 
conferences and public referenda were held with varying policy impacts in coun-
tries such as Britain, France, Denmark, Japan, and Switzerland (Joss and Durant 
1995; Marris and Joly 1999). 

 By no means all of the deliberative experiments were orchestrated by govern-
ments. The politics of biotechnology in the 1990s offers a prime example of newly 
emancipated consumer behavior. In numerous episodes of resistance against 
research in plant genetics, activists tore up plots planted with genetically modifi ed 
(GM) crops. Occurring in both the North (e.g., Britain) and the South (e.g., India), 
these demonstrations manifested growing reluctance on the part of environmen-
talists and farmers to accept scientists’ assurances that their research was benefi -
cial or even trustworthy. While most biologists continued to insist that agricultural 
biotechnology posed no threats to human health or the environment, reports of 
possible risk spread like wildfi re through national and international media. In one 
case, reports by a U.K. scientist that rats experimentally fed GM potatoes showed 
developmental abnormalities triggered massive consumer rejection of GM prod-
ucts, and changes in British policy toward imports and labeling (Gavaghan 1999; 
Masood 1999). In another case, a U.S. researcher’s fi nding that pollen from GM 
corn harmed monarch butterfl y larvae received worldwide press, even though 
both scientists and industry dismissed the study design as too badly fl awed for use 
in risk assessment. Nonetheless, when so-called anti-globalization forces took to 
the streets in Seattle, Washington and elsewhere around the millennium, monarch 
butterfl y images and costumes provided an instantly understandable, semiotically 
powerful critique of biotechnology. Demonstrators in effect asserted the right to 
draw their own scientifi c inferences, overriding the credibility judgments of expert 
peer reviewers. Demonstrations, street theater, and consumer boycotts gave 
evidence that technological innovation was framed as an instrument of govern-
ance, requiring ratifi cation by publics as well as experts. By visibly wrapping 
themselves in the mantle of the monarch butterfl y, protesters signaled that indus-
trial research and development could no longer be regarded as off-limits to public 
review and criticism. 

 One particular assertion of consumer-citizenship may be read in the future as 
emblematic of this period of constitutional ferment. This was the case of Monsanto 
and the so-called ‘Terminator gene.’ In 1998, a barely known, small cotton seed 
company called Delta and Pine Land (D&PL) patented a technique to switch off 
the reproductive mechanism of agricultural plants, thereby rendering the seed 
sterile (Service 1998). The company hoped that this technology would help protect 
the intellectual property rights of agricultural biotechnology fi rms by taking away 
from farmers the capacity to reuse seed from a previous year’s genetically modi-
fi ed crop. Though the technology was still years away from the market, rumors 
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leaked out of a deal by Monsanto to acquire D&PL. Such a partnership could have 
had enormous implications for both the speed of technology development and its 
worldwide distribution. 

 At this point, the technology’s corporate sponsors lost control of the situation. 
The activist organization Rural Advancement Foundation International (RAFI) 
launched a highly effective international campaign against the technology. RAFI’s 
executive director Pat Roy Mooney is credited with having invented the inspired 
label ‘Terminator technology,’ a name that at once translated a complex technosci-
entifi c achievement into easily accessible terms and, as in the monarch butterfl y 
case, subverted the distinction between expert and civic technology assessment. 
Focusing on Monsanto’s role, the RAFI campaign gathered support from a network 
of powerful actors, including the Consultative Group on International Agricultural 
Research and the Rockefeller Foundation, whose president, Gordon Conway, 
reportedly talked Monsanto’s chief executive offi cer, Robert Shapiro, into publicly 
backing down from the company’s commitment to ‘Terminator technology.’ In 
piecing together transnational politics, civil society activism, popular technology 
assessment, and enforced accountability from a corporate giant, this episode 
captured an essential moment in the transition to a global constitutional order. 

 In sum, these events, which uncomprehending policymakers sometimes 
dismissed as outbursts of a new Luddism, can be seen as trials in post-national 
deliberative democracy. They bypassed the electoral process, focused on technol-
ogy’s regulative impacts, and contested the notion that capital-intensive (or, as in 
the case of DuPont, knowledge-intensive) corporations should have complete 
leeway to determine the courses of technological innovation.  

  Empires of knowledge 

 Historians of imperialism have pointed to the central role played by knowledge 
creation and appropriation in the formation of the nation-state and, later, in the 
extension of state power to the governance of vast, dispersed territories in the 
name of empire. These efforts took the form of classifying people and places, 
enumerating and keeping watch on them, and making histories or museums of 
native practices (Anderson 1991; Cohn 1996). From these efforts were born a host 
of new human and social sciences, such as anthropology, comparative law, geog-
raphy and cartography (Foucault 1971 [1966]). Analysts of modernity have called 
attention to the one-sided nature of these activities. The resources and authority 
needed to produce imperial knowledge rested, for the most part, in the hands of 
the rulers, and the facts created through their scientifi c strivings bore, frequently, 
only a schematic relationship to the lived realities of those being governed (Scott 
1998). Postcolonial studies and the emphasis on the subaltern perspective have 
offered a salutary corrective to colonial sciences, and some recent work has 
pointed to the complicated, mutually constitutive relationship that sometimes 
existed between the knowledges of the rulers and the ruled (Storey 1997). 

 One does not need the special context of colonialism to recognize, as many 
scholars in science and technology studies have done, that knowledge-making is 
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an instrument of power, and that the scientifi c workplace functions as a key site 
for the production of social and political order. Representing the natural world is 
understood by philosophers and sociologists of science as a way of intervening in 
it (Hacking 1983; Latour 1983, 1988; also Jasanoff et al. 1995). Visual displays of 
natural phenomena draw on historically and culturally situated traditions of repre-
sentation; in a double hermeneutic move, they also sway people’s imaginations, 
and with this their affective selves and capacities for community-building (Fyfe 
and Law 1988). Methods of measuring and standardizing social or natural 
phenomena help create the very things they seek to characterize, while concealing 
the subjective judgments that enter into measurement systems (Foucault 1979; 
Carson 1993; Porter 1995; Bowker and Star 1999). By consolidating the means of 
representation in esoteric places, such as laboratories or fi eld stations or archives, 
the controllers of these ‘centers of calculation’ form themselves into ‘obligatory 
passage points’ in high modernity’s exercises of power (Latour 1988, 1990). How 
do these insights bear on our present era of tacit and unwritten constitutional 
change? 

 Globalization offers an obvious entry point. It is talked about in many ways, by 
journalists, academics, and social activists. For some, the nub of globalization is 
in the global extension of the free market, with the attendant transmission of 
capital, ideas, people, and material things around the world, whether it is intel-
lectual property law, Islamic fundamentalism, or Microsoft and Coca Cola 
(Friedman 1999). For others, more sociologically inclined, it is in the formation of 
places and subjectivities, cities for instance, that violate or hybridize older social 
categories and identifi cations (Sassen 1991). Still others have seen it in the emer-
gence of new kinds of politics, from the rising infl uence of non-state actors in 
international negotiations (Haas 1990; Keck and Sikkink 1998) to the production 
of ‘human rights’ as a shared, if contested, discourse (Ignatieff 1997). Hardt and 
Negri (2000), as we have already seen, prefer to replace the concept of globaliza-
tion with that of Empire. Increasingly, too, television and the Internet have become 
central players in both the defi nition and critique of globalization. In these media, 
action becomes text, readable and indefi nitely reproducible; the local becomes 
global; and the lowly can assume (if only for fi fteen minutes of fame) the ancient 
power of the monarch to command the public gaze. Televised and multiplied, a 
citizen protest in Seattle or a lethal attack on New York’s twin towers acquires, at 
least for a time, the revolutionary force of a  Communist Manifesto . 

 But what of the place of scientifi c knowledge in all this din of making and 
unmaking? Does science, despite its contingent, often provisional character have 
the power to move beliefs, forge alliances, and underwrite norms of global appli-
cation? Some have argued that this is precisely what has happened in the context 
of environmental decisionmaking, where knowledge of the biosphere’s limited 
resources and of human interdependence with nature has helped build global 
coalitions around norms of environmental stewardship (Haas 1990). Similarly, 
economists would credit the spread of economic knowledge and understanding 
during the twentieth century with the defeat of socialism at the century’s end. 
The completion of the Human Genome Project at the millennium produced few 
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immediate surprises, but the project’s directors used the occasion to preach a new 
humanism based on the now scientifi cally grounded observation that, under the 
skin, human beings are really all the same. 

 Despite their surface plausibility, claims such as these only open the way to 
further inquiry for students of science and technology. If scientifi c knowledge is 
in fact traveling freely around the globe, what are the social formations and proc-
esses that enable its frictionless transfer? If a system of global governance is 
quietly taking shape, then what knowledge resources has it gathered to itself 
and where are its centers of calculation? Is there evidence of a new knowledge 
class that has transcended earlier political divisions and constituted itself as a 
transnational ruling elite? And if the politics of knowledge historically played 
itself out in national settings according to well-established rules of testing and 
credibility, what comparable processes, if any, are arising in arenas of global 
knowledge-making? 

 While extended answers to these questions are beyond the scope of this paper, 
there are many indications that old settlements about where knowledge ends and 
politics begins are everywhere being reopened and challenged. At the institutional 
level, we see the rise of a mass of expert bodies of global jurisdiction whose work 
merges the cognitive and the normative. Constituted under disparate international 
treaties in areas such as environment, arms control, and international trade, these 
bodies have the power to certify knowledge and to draw boundaries between 
acceptable and unacceptable knowledge claims. For the most part, these global 
experts have operated with traditional notions of what constitutes ‘goodness’ 
or reliability in science, accepting published, peer reviewed articles as their 
gold standard. But the legitimacy of judgments reached on such a basis is often 
highly contested. Unrest over the technical determinations of bodies like the 
Intergovernmental Panel on Climate Change or the World Trade Organization 
attest to the fact that the preconditions for credibility and expertise on a worldwide 
scale are still very much in fl ux (Miller and Edwards 2001). 

 Accompanying the proliferation of new expert institutions is a diversifi cation of 
what we may call ‘global sciences.’ These include relatively new additions to the 
human sciences, such as various forms of risk analysis for estimating global envi-
ronmental and social hazards; also observable is a cluster of global accounting 
systems grouped under names like ‘sustainability science,’ ‘vulnerability science,’ 
‘integrated assessment’ or ‘ecosystem services.’ The rise of modeling and simula-
tion, enabled by massive increases in computing power and by sophisticated 
imaging techniques, has provided a further enormous boost to the ambition of 
knowing the world in its entirety. A central feature of these ‘sciences’ is the 
hybridization they demand of older categories of the natural and the social – 
violating in this respect the line posited by Latour as modernity’s foundational 
achievement. Self-referential, the new earth sciences constitute the very realities 
they purport to represent. Their credibility depends not on experimental demon-
strations to peer communities, as in the ‘pure’ fundamental sciences, but on the 
construction of legitimating practices, such as ‘extended peer review,’ that require 
assent from diverse disciplinary and social groups, expert as well as lay. 
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 From a political standpoint, then, the once distinct practices of peer review 
in science and participation in politics are merging at the global level into 
novel procedures for ensuring the accountability of scientifi c and industrial 
research (Dickson 1984; Gibbons et al. 1994; Nowotny 2001). There are increasing 
demands for ethics in science, particularly with rapid advances in the human 
capacity to manipulate the basic biological material of plants and animals. In 
however inarticulate a way, world polities seem to be rejecting the idea of value-
free knowledge and asking for scientifi c inquiry to make its goals and presump-
tions more explicit. These and similar developments attest to the erosion of old 
agreements concerning the objectivity of science and its autonomy from politics. 
They highlight linkages between knowledge-creation and the institutionalization 
of power in a globalizing world.   

  Conclusion: toward post-national democracy 
 Out of the ashes of the twentieth century the phoenix of a global civil society is 
struggling to resurrect itself. While constitutional theorists have tied globalization 
largely to macro-economic and political forces, science and technology must 
equally be seen as linchpins of the emerging global order. Networks of new 
knowledge and its material embodiments are helping to frame and stabilize some 
of the basic elements of a global political system, such as the rights, privileges, 
and identities of the world’s citizens and the powers of major global actors. I have 
argued that the totality of these changes is constitutional in scope, both enabling 
and constraining new political formations. Through science and technology, seen 
as profoundly  social  institutions, many parts of the world today are engaging in 
what amounts to a tacit constitutional convention. On the table are the nature of 
the human self, the relations of consumers and corporations, and the certifi cation 
of knowledge in the conduct of global politics. In all three spheres, the initiative 
for generating new organizing principles lies not only with corporate and govern-
mental actors, but also in the hands of ordinary citizens and in the proliferating 
networks of non-governmental associations. In this respect, the emergence of a 
supranational world order (the ‘Empire’ of Hardt and Negri) is not inconsistent 
with continued assertions of human agency. 

 Realignments of global magnitude will take generations to accomplish, and the 
contours of the eventual settlements remain but dimly discernible and hard to 
predict. Let us not forget that it is a contingent as well as an unwritten constitution 
whose birth we are witnessing. Nevertheless, a few generalizations can be 
ventured. First, science and technology have not simply deterministically 
constrained people’s freedoms, within limits ordained by preexisting constitu-
tional rights. Rather, science has provided resources that can expand the meanings 
of identity and community and help redefi ne the zone of individual autonomy 
that sits at the heart of all constitutional systems. For good or for ill, science and 
technology are important aids to human self-expression, not merely iron cages 
within which a passive humanity languishes imprisoned by forces beyond its 
control. 
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 Second, without much fanfare or explicit acknowledgment, recognition is 
growing that technology is an instrument of governance, no less powerful in the 
hands of private or public actors than laws and regulations are in the hands of 
government. All kinds of spontaneous experiments are underway to see how far 
and to what extent consumer-citizens may have a say in the very earliest stages of 
technological innovation. These range from seemingly irrational, bottom-up acts of 
resistance, like destroying fi eld trial sites planted with GM crops, to more consid-
ered, often top-down exercises in public and political consensus-building on new 
technologies. Whatever their merits may be, these disparate approaches suggest 
that the narrative equating technological progress with democracy has come under 
profound questioning. Technology’s claims to benevolent rule must be argued and 
won today, not simply assumed as they were in older paradigms of development 
and technology transfer. Publics worldwide want a say in determining what kinds 
of futures they should live, and as RAFI’s successful campaign against the Termi-
nator gene demonstrated, they are sophisticated enough to see that these futures 
will be substantially shaped by corporate investments in technology. 

 Third, science’s role in underwriting the global constitutional order is associ-
ated with new forms and forums of deliberation. These range from more participa-
tory peer reviewing bodies to Internet sites at which the truth of scientifi c claims 
is exposed to public scrutiny. Less visibly perhaps, controversies such as those 
over agricultural biotechnology are challenging scientists’ autonomy over the 
defi nition of standards of evidence and proof. The fact that fi ndings rejected by 
mainstream science can exert a powerful pull on global political action should not 
be interpreted as a sign of public indifference to the truth. Rather, it demonstrates 
that a new political question has emerged on civic agendas: When is knowledge 
reliable enough to support collective action? The answer to that question is not 
seen as lying within the exclusive preserves of scientifi c authority. 

 In sum, one of the basic principles of modernity that will surely be reformulated 
in the course of global consolidation is the sharp disjunction between science and 
politics, and the separation of processes that secure the authority of scientifi c 
claims from those that safeguard the legitimacy of government. Norms of account-
ability that previously held only between citizens and the state are being extended 
to experts, with a consequent need for forums in which experts can defend their 
judgments to wider publics. We observe as well demands for a more ‘socially 
robust’ objectivity in science – for facts that can sustain themselves through 
testing by diverse social groups, rather than solely on the basis of their claimed 
correspondence to physical reality. 

 To date, all these changes remain inchoate and uncodifi ed, lodged in diffuse 
and inarticulate social practices whose collective impact has yet to be felt in the 
citadels of organized power. To have constitutional force, they should in some 
sense be explicitly authorized, but by what institutions, organized according to 
what legitimating principles? The European constitutional debate sets both an 
encouraging and a cautionary example in this respect: encouraging in pointing to 
the prospect of an ordered supranational polity; cautionary in delineating the 
considerable pitfalls that lie in the path of its achievement. Yet, recognizing the 
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very possibility of constitutionalism from below, founded on human creativity 
and craft, is a prerequisite for its eventual uptake into the practices of politics, law, 
and governance. It is a fi rst step toward imagining a constitutional order in which 
the rights of  knowing  citizens –  homo sciens , beside  homo economicus  – are 
explicitly acknowledged and given their place in the sun. 

 All these transformations, fi nally, demand new kinds of engagement from the 
social sciences. Disciplinary boundaries based on conceptual categories that are 
themselves in fl ux seem ever less appropriate to characterize, let alone analyze, 
the moving frontiers of global social change. Legal scholarship and political 
theory in particular will need to accommodate more refl exive avenues of inquiry 
from newer, transboundary fi elds such as science studies. The reward, one hopes, 
will be a richer scholarship of the actual – a re-theorizing of the changes happening 
in the world about us, and a discovery of new ways to refl ect upon, and perhaps 
intervene in, the courses of scientifi c and technological change.   

   Notes 
    *    In Bernward Joerges and Helga Nowotny, eds.,  Social Studies of Science and Tech-

nology: Looking Back, Ahead , Yearbook of the Sociology of the Sciences (Dordrecht: 
Kluwer, 2003), pp. 155–80.  

   1   The two murals represent Thomas Jefferson presenting the Declaration of Independ-
ence to John Hancock, President of the Continental Congress, and James Madison 
presenting the Constitution to George Washington, President of the Constitutional 
Convention.  

   2   The complaint that Americans no longer trust their governing institutions grew in force 
through the 1990s, along with observations about the public’s declining participation in 
national elections. According to a poll conducted in the summer of 2000, for example, 
43% of registered voters said they would watch no part of the Republican convention 
and 38% said the same for the Democratic convention. The corresponding fi gures for 
1996 were 23% and 21% (Source: Vanishing Voter Project, Joan Shorenstein Center, 
Kennedy School of Government, Harvard University).  

   3   ‘George Bush’s Global Warming Speech’,  Guardian Unlimited , February 14, 2002, 
http://www.guardian.co.uk.  

   4   There have been only 27 constitutional amendments since the formation of the United 
States, the most recent in 1992, restricting the power of Congress to raise its members’ 
salaries. Bruce Ackerman (1998, 490–1) has questioned the validity of this enactment, 
which separated national assent from assent by the states by about two centuries. The 
failure of the Equal Rights Amendment in the 1970s, despite the growing strength of 
the women’s movement, offers one measure of the resistance to formal constitutional 
change.  

   5   While few question the biological validity of paternity testing using DNA markers, the 
reliability of the results may vary widely depending on the profi ciency of the testing 
institution. On the standardization of genetic testing practices, see Arthur Daemmrich 
(1998).  

   6   NRI’s enjoy a number of benefi ts designed to capture some of their foreign earnings for 
the Indian state. These include a variety of tax and investment advantages and special 
visa privileges.  

   7    Marsh v. Alabama , 326 U.S. 501 (1946), p. 506.  
   8   In  Heart of Atlanta Motel, Inc. v. United States , 379 U.S. 241 (1964), the Supreme 

Court held that a motel serving interstate travelers could not deny accommodation to 

http://www.guardian.co.uk
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African-Americans on the ground that its services were purely local in character. See, 
also,  Evans v. Newton , 382 U.S. 296 (1966) (“Where private individuals or groups 
exercise powers or carry on functions governmental in nature, they become agencies or 
instrumentalities of the State and subject to the Fourteenth Amendment,” p. 299).  

   9   The statements have altered in interesting ways over the years. In September 2001, the 
company posted a statement on sustainable growth that began as follows: “DuPont is 
on a mission to achieve sustainable growth, which is defi ned as increasing shareholder 
and societal value while decreasing the company’s environmental footprint”  http://
www.dupont.com/corp/overview/glance/sus_growth.html . Three years earlier, in 
1998, the website offered the following DuPont commitment: “We affi rm to all our 
stakeholders, including our employees, customers, shareholders and the public, that we 
will conduct our business with respect and care for the environment. We will imple-
ment those strategies that build successful businesses and achieve the greatest benefi t 
for all our stakeholders without compromising the ability of future generations to meet 
their needs”  http://www.dupont.com/corp/environment/commitment.html .    
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                 14 Afterword   

     This volume was completed during yet another crisis of modernity: the profound 
disaffection that many citizens of mature democracies seem to feel toward their 
ruling institutions and modes of governance at the end of what may be called the 
long twentieth century. Everywhere one turns, there is a sense that traditional 
forms of representation have failed. Unrest and demonstrations vie with apathy, 
but both action and inaction signal the same messages: cynicism about the state, 
an unquenched thirst for change, heightened demands for accountability, and an 
almost uncontrollable desire for freedom to chart one’s own and one’s children’s 
destinies. Neoliberalism, the dominant political and policy ideology of the 
moment, is the construct that seems most successfully to have ridden out this 
storm of discontent. Neoliberalism offers the dream of a slate wiped clean of state 
power and the institutions that wield it. For solutions to important public prob-
lems, so runs the neoliberal mantra, look to markets, not to states. Yet the Occupy 
movements of the end of the fi rst decade of the twenty-fi rst century, as well as the 
distrust and contempt for elites manifested across much of the developing world, 
suggest that mere displacement of public sector logics by private sector alterna-
tives—most especially by unbridled American-style capitalism—will not prove to 
be robust solutions for the decades ahead. 

 Markets have yet to demonstrate that they can deliver equality of opportunity, 
devise solutions for intransigent ethical confl icts, or develop a workable sense of 
the common good; and, despite rhetorics to the contrary, modern markets depend 
on governments to create the stable background conditions they need for their 
very survival. More fundamentally from the standpoint of democracy, markets 
create at best thin and superfi cial solidarities: consumer groupings based on 
purchasing preferences, united in common commitment mainly when damages 
threaten, but with little affi rmative obligation to build shared values or civic sensi-
bilities. Where then should critical democracy theorists, skeptical toward the 
discourse of neoliberalism and knee-jerk endorsement of market solutions, begin 
to look for more generative answers to the problems of governing today’s frac-
tious, yet insecure, polities? Can a collection of essays centered on science and 
public reason contribute in however small a way to alleviating democracy’s 
discontents and to charting more appealing pathways for humanity’s future? A 
few concluding thoughts are in order.  
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  The politics of science and reason 
 Implicitly and explicitly, this book emphasizes the impossibility of accounting for 
democratic politics at any scale of governance without taking note of the perva-
sive infl uence of science and technology. My vision of what it means for science 
and technology to be political, however, is quite different from the conventional 
view that political power impermissibly infl uences knowledge production and the 
design of technologies. My argument, in short, parts company from Langdon 
Winner’s famous dictum that “artifacts have politics”—a message that, while 
right as far as it goes, tends to freeze the meaning of politics and to perpetuate the 
faulty notion that science and technology could be purifi ed of the biases of power 
if only we were more attentive. Nor do I espouse the popular thesis, put forward 
by Bruno Latour and others, that what democracy needs today is a properly repre-
sentative politics of things—because material objects, whether natural or artifi -
cial, belong within the hybrid networks of society, and hence should be invited to 
participate in its political processes. 

 I show instead that choices of how to live with scientifi c and technological 
innovation are political because they entail normative judgments about the kinds 
of people we want to be and the kinds of societies we wish to live in. As twin 
engines of modernity, science and technology have opened up myriad opportuni-
ties for people to represent themselves in ways more plastic and varied than the 
narrow forms of self-representation offered by the referendum or the polling 
booth. For example, armed with knowledge about their genes, individuals can 
associate with others sharing similar predispositions to disease, or participate in 
communities of health and illness by donating information to biological data 
banks. People can diversify their group affi liations through social utilities, or 
create elaborate fi ctional identities through game playing on the Internet. As 
consumers of environmental knowledge, citizens can take on roles and responsi-
bilities that spill over established political boundaries, as custodians of threatened 
natural resources, sharers in indigenous knowledge, or members of a united global 
community concerned about climate change. Artifacts play a concededly impor-
tant role in these exercises of identity-making and group formation, but more as 
repositories and enablers of dreams than as moral actors entitled to share delibera-
tive space with human agents. Expanding opportunities for representing human 
selves and collectives have created new subjectivities and given rise to new 
demands for access to, as well as control of, knowledge and its technological 
applications. Politics, as discussed in this volume, arises from attempts to govern 
these competing visions of what kinds of subjects to be, or not to be, in an era 
dominated by science and technology. 

 The process of public reasoning becomes on this account a vehicle for inte-
grating scientifi c and technological innovation with society’s deepest commit-
ments to order: what counts as reliable knowledge; which technologies will benefi t 
society and at what cost; how should uncertainty be evaluated; who should settle 
controversies; and who should be responsible for unintended harms? Answering 
such questions involves gathering knowledge, assessing technologies, and 
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evaluating alternative trajectories of modernization. In the intertwining of these 
strands, we observe not merely the assertion of economic and social power, 
though these are always present. We see, more foundationally, the co-production 
of changing natural, social, and moral orders. 

 Put differently, politics as discussed in this book is not simply a matter of 
allocating power and resources, including those conferred by science and 
technology, among existing social groups. Nor is it a matter of recognizing that 
material objects and sociotechnical systems operate as quasi-agents to shape our 
spaces of self-articulation and self-governance. Politics crucially involves 
the crafting of future states of being and forms of life—indeed, imagined commu-
nities—which depend in turn on acquiring (and occasionally rejecting) scientifi c 
knowledge and the life-changing commodities that science delivers. From 
intimate and close to home decisions, such as how to bear children or cultivate 
food, to impersonal, potentially apocalyptic choices, such as whether to invest 
in nuclear power or synthetic biology, science and technology make available 
new potentialities and call for new limits. Defi ning and allocating the prospec-
tive goods, while setting bounds on imagined harms, is today the stuff of 
public reasoning, with associated demands, as the essays show, for new rules of 
evidence, argument and adjudication. Accordingly, there can be no adequate 
theorizing of modern politics without asking questions about the politics of 
public reason. 

 In offering answers, this book displays the multiplicity of arenas and processes 
through which the politics of reason plays out, as well as the unstated rules and 
norms that apply in varied institutional contexts—for example, the “contested 
boundaries” of regulatory peer review, the “songlines” of risk analysis, and the 
“game board” of expertise in tort litigation. Normatively, the comparative case 
studies bring to light tacit values that nation states have embraced in determining 
what counts as good politics of knowledge. What widely shared notions of 
evidence and accountability guide public reasoning? Answers given in previous 
chapters range from the preference for insulating science through naturalizing 
discourses of quantifi cation in the United States to the emphasis on individual 
rectitude in Britain, the preference for consensual reasoning in Germany, and the 
continuing power of personal experience to sway the state’s reasons in India. 
These fi ndings, as I stress throughout my work, are not iron cages that constrain 
all political actors in a given nation to reason in the same way on every issue. 
States are too heterogeneous and their institutions too diverse to enforce such rigid 
uniformity. Courts, regulatory agencies, and international institutions draw on 
disparate experiences, histories, languages and logics, and all are in principle 
capable of refl ecting on and reforming their practices at need. Yet in stable nation 
states, there are powerful default tendencies that come into play at critical 
moments, as when the U.S. Supreme Court in the 1993 case of  Daubert v. Merrell 
Dow Pharmaceuticals  adopted the unrefl exive view of judges as neutral gate-
keepers of value-free science. These potent scripts of reasoning tend to be replayed 
and reinforced unless they bump up against forces knowledgeable enough to 
recognize them and strong enough to resist.  
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  Reason under law 
 This volume unabashedly reaffi rms the centrality of law and of states in articu-
lating desirable futures for democratic societies, but in so doing it also moves 
away from structuralist understandings of legality and statehood. That move is 
necessary in order to do justice to actors, such as the electronic media, that are 
increasingly challenging state sovereignty, while still acknowledging that states 
control key resources, preeminently those of lawmaking, that enable citizens to 
defi ne their identities and represent themselves as autonomous subjects. 

 For more than two hundred years, the nation state functioned as the govern-
mental form most trusted to meet the needs and interests of the world’s growing 
populations. Governments were expected, indeed counted on, to discern and 
satisfy public wants; it was what elected representatives were good for. Today, 
under pressure from globalization and unable to deliver sustained economic 
growth, states are undergoing signifi cant “status degradation,” a term sociologists 
usually reserve for the downgrading of individual worth. As giant vessels that 
cannot be turned or stopped at will, today’s ships of state look more like rusty 
relics from a decaying Armada than like majestic standard-bearers for tomorrow’s 
modernity. This outmodedness is most acutely on display when states are called 
on to regulate technological innovation or assuage public perceptions of risk in 
areas outside of national security. Already in 1980 I heard a former commissioner 
of the Food and Drug Administration (FDA), one of the U.S. government’s more 
respected regulatory agencies, characterize his organization as a slow moving 
target that bleeds profusely when hit; succeeding FDA heads have fi xed this image 
of lumbering vulnerability more fi rmly in the public mind. Markets by contrast 
offer appealing models of dispersed imagination and agency, with an agility 
governments cannot match, and safeguards for rooting out unworkable ideas and 
institutional corruption before they put down thick and thirsty roots. 

 As the rights of citizenship increasingly merge with rites of consumerism in 
wealthy nations, successful corporations are often touted as more muscular, more 
economically and materially productive than bureaucracies, and better able to 
deliver the goods that publics want—goods both in the sense of visions of how to 
live better and in the sense of material commodities that make lives more worth 
living. Entrepreneurs innovate; bureaucrats only stifl e. In the outpouring of trib-
utes after the untimely death of Steve Jobs, co-founder of Apple, in October 2011, 
a frequently cited saying of his was that people (sometimes used interchangeably 
with “consumers”) “don’t know what they want till innovators show it to them”.  1   
No wonder then that between the iPad and the Social Security card, and even the 
right to a free public education, it is the iPad that draws forth the more fervent 
expressions of loyalty and devotion. Besides, to the ideologically minded, 1989 
offered a grand global referendum on collectivization by the state as opposed to 
developing public goods through markets—and markets won that contest hands 
down. 

 States are under attack from the left of the political spectrum as well as the 
right, and deservedly so. Through the sad history of devastating wars, overplanned 
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economies, ruthless dictatorships and violent crackdowns on civilians, modern 
governments have come to be regarded as oppressive, intrusive, and at their best 
guilty of a kind of fl attening dullness. Their knowledge is far from encompassing; 
indeed, as all of the essays in this volume demonstrate, state actors see only 
partially, with vision inevitably shaped and occluded by power and interest. 
Lulled by their own performances of expertise, moreover, state institutions 
rarely refl ect deeply on their epistemic biases or failings, even in the wake of 
overwhelming events such as those discussed in the essay on restoring reason. 
And by controlling the instruments of institutional boundary drawing, states 
frequently exclude knowledges and perspectives that are not congenial to those 
at the pinnacles of authority. Why then should we devote much attention to 
public reasoning? Is it not inevitably a recipe for reasserting a none too thoughtful 
status quo? 

 The cases in this book speak against such blanket dismissiveness. Particularly 
as shown in my essays on the life sciences, there is a productive, even creative, 
aspect of public reasoning that is too often overlooked by critics. This is the role 
of reason-giving in helping to shape collective imaginations of the future. Seen 
from this angle, regulation of science and technology is not simply a matter of 
setting limits on innovation’s risks, but rather a process through which societies 
decide collectively how to weigh the uncertainties of different ways forward into 
uncharted territory, and how to allocate the benefi ts and burdens of alternative 
courses of action. In designing how to regulate new and emerging technologies, 
states make room for recurrent moments of ontological politics, that is, the politics 
of building (and in the best cases continually rebuilding) working relations 
between things and people: for example, by choosing to treat carcinogens as 
objects of special regulatory concern; deciding whether or not to import geneti-
cally engineered crops; compensating women for untested, ruptured breast 
implants; or according human dignity to pre-embryos and stem cells. On such 
occasions, the institutions of public reasoning, both administrative and judicial, 
serve not only to determine which kinds of materialities should inhabit our worlds, 
but also how to construct regimes of responsibility around inventions, from engi-
neered embryos to complex fi nancial instruments, that massively reshape the 
landscapes of liberty. 

 Understood in this way, the politics of public reason offers an antidote to heed-
less neoliberalism. In displaying public reasoning as a site of continual epistemic, 
ontological, and political production, I counter the view that markets alone 
are suffi cient instruments for making collectives capable of informed self-
government. Corporations and their assorted progeny, such as wealthy private 
foundations or the currently much-touted private–public partnerships, possess 
neither the incentives nor the institutional means to engage publics in informed 
refl ection about the kinds of societies we wish to build through innovation and its 
tangible, non-human products. Markets, in short, cannot produce knowledgeable 
and adept democracies. That aim is better served by institutions of public 
reasoning, created by states under law, that bring into and keep in view what is 
meaningfully political about science and technology.  
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  Reason as practice and performance 
 The rise of public reasoning as a policy practice was quite possibly the most 
important achievement of democracy in the later twentieth century. It happened 
incrementally, without fanfare, and unheralded by any of the ferment that ordi-
narily precedes revolutions. Yet laws such as the 1946 U.S. Administrative Proce-
dure Act, mandating governmental offi cials to give reasons for their actions, 
responded to some of the most oppressive and widely criticized features of modern 
government: the growth of faceless bureaucracies, the reduction of human needs 
and wants to technical calculation, and the subordination of local and experiential 
knowledge to the tyranny of technical expertise. To the extent that such imper-
sonal bodies as regulatory institutions can be said to think, giving reasons publicly 
is the device that aligns their thought processes with standards of democratic legit-
imacy. For example, using the apparatuses of expert advice that I have called the 
“fi fth branch,” state agencies can demonstrate that they are not merely enacting 
their own political preferences. Importantly, in the coupling of democracy with 
transparency, even reasons grounded in esoteric scientifi c and technical advice 
can be subjected to requirements of disclosure and critique. 

 To date, neither philosophy nor social science has devoted much attention to 
this practical check on the exercise of executive power or what it means for the 
ways we should reconceptualize, let alone refashion, our ideas of democracy. This 
is not for lack of attention to reason as a public activity. From Immanuel Kant to 
John Rawls, political philosophers have wrestled with the nature of public reason, 
but largely in order to clarify its optimal logical structure and propositional content 
and to determine what kinds of arguments can properly be made in the public 
sphere. The philosophy of public reason seeks to demarcate those domains in 
which people may freely act upon their personal, non-accountable beliefs (as for 
example in joining a church, choosing a medical therapy, or deciding to end life 
support) and those in which, because the consequences plainly affect society at 
large, only reasons deemed acceptable by the collective may be used to justify 
one’s positions (as for example in ruling on the legality of abortion, opposing a 
technological facility, or restricting freedoms of speech and association). 

 The approach to public reason that I offer in this volume is fundamentally 
different. My objective, consistent with the aims of science and technology 
studies, has been to investigate how powerful institutions actually reason, not to 
lay down rules by which people ought to reason in the public square. Indeed, the 
work gathered in the preceding chapters suggests that efforts of the latter sort are 
inevitably hemmed in by history and culture. How political communities like their 
reason served up is both independent of and to an important degree determinative 
of the kinds of reasons that are given in varied contexts of governance. By 
displaying public reason as a situated, culturally infl ected, political practice, I 
show that the links between democracy and reason cannot be adequately under-
stood or evaluated from the standpoint of neutral or universal principles. Such 
principles are not there simply for the asking. Rather, principles seen as neutral 
are constituted through situated processes of reason-giving and affi rmed through 
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repeated use: to borrow Justice Oliver Wendell Holmes’s famous observation 
about the common law, experience, not logic, underpins the practices by which 
societies go about making what their members deem to be public reason. 

 Treating reason as a practice has obvious implications for re-envisioning 
democracy. In seeing how expert discourses are legitimated, for example, one also 
perceives how hugely relevant but potentially destabilizing points of view are 
excluded and left outside the ambit of deliberation. Reason, as the essays illus-
trate, is pieced together through overlapping technical practices, such as quantita-
tive risk assessment, rules for the admissibility of evidence, norms of peer review, 
and modes of representation on advisory committees. Each practice operates to 
systematize knowledge and enhance its credibility and value, but each also suffers 
from biases and blind spots. These are most apparent if we drop the pretense of 
(and even the aspiration for) reason as a view from nowhere and instead engage in 
systematic exploration of what actually happens across diverse regimes of reason-
making. The comparative method in particular reveals public reason as always an 
achievement, and what is socially achieved can always be reexamined in hopes of 
doing better. Most generally, then, reasoning viewed as a social practice lends 
itself to continual investigation, refl ection and reform; reason conceived as a tran-
scendental logic takes refuge in the claimed impartiality of expertise and eludes 
the possibility of human questioning.  

  Reasoning about reason 
 As a contribution to democratic theory, this book straddles the line between 
critique and affi rmation. The individual essays reveal in thick empirical detail, 
across a wide variety of cases and places, why assertions of truth and rationality 
in legal and administrative decision making are often less watertight than they 
purport to be. That recognition, in turn, points to the importance of constantly 
questioning what it is that power does when it claims to reason. It also underscores 
why societies need “technologies of humility,” those routines of self-refl ection 
that force power to take notice of those who would be hurt if its knowledge is 
fl awed or unduly optimistic. 

 Together, the essays illustrate the exclusionary effects of dominant structures 
of public reasoning, especially when dressed up in the authoritative discourses of 
science and expertise: risk analytic criteria that leave out the distribution and 
intensity of human suffering; epidemiological studies that ignore the experience 
of affl icted bodies; rules of admissibility that fail to acknowledge the judge’s role 
in drawing lines between common sense and technical expertise; and expert 
ethical judgments that foreclose open debate on the moral status of novel, techno-
logically created entities. Uncovering such bounding and blocking practices does 
not necessarily mean we should abandon them altogether, but knowing how they 
operate makes it possible to incorporate a deeper awareness of the limits of ration-
ality into public reasoning. This kind of critique by its nature cannot run out of 
steam. It is the lifeblood of any democracy that takes both the strength of its insti-
tutions and their frailties seriously. 
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 Finally, and perhaps paradoxically, the book should be read as a celebration of 
science and public reason. I see reasoning as one of the essential virtuous practices 
of modern democracy, provided that it remains conscious of its limits and mindful 
of its shortcomings. Instead of seeking refuge in allegedly unquestionable scien-
tifi c facts, a modest public reason would emulate those admirable habits of science 
that most closely parallel the practices of a robust democracy. This would be a 
public reason born of civility, willing to engage with unpalatable viewpoints, with 
honesty to acknowledge its own provisionality and courage to confront radical 
disbelief. The commitment to such reasoning would be a high achievement indeed. 
The challenge is not to let imperialist defi nitions of reason and rationality crowd 
out the voices of the margins from our painstakingly crafted spaces of reasoning.   

   Note 
   1   See for example, James B. Stewart, “How Jobs Put Passion Into Products,”  New York 

Times , October 7, 2011 (“That doesn’t mean we don’t listen to customers, but it’s hard 
for them to tell you what they want when they’ve never seen anything remotely like it.”)       
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